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It does not break wills, but it softens them, bends them, and 

directs them; it rarely forces one to act, but it constantly 

opposes itself to one’s acting; it does not destroy, it prevents 

things from coming into being; it does not tyrannize, 

it hinders.

Alexis de Tocqueville
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PREFACE

Google seems omniscient, omnipotent, and omnipresent. It also claims 
to be benevolent. It’s no surprise that we hold the company in almost 
deifi c awe and respect. But what do we gain and what do we lose by 
inviting Google to be the lens through which we view the world? This 
book describes the nature of that devotion as well as a growing apostasy, 
and it suggests ways we might live better with Google once we see it 
as a mere company rather than as a force for good and enlightenment 
in the world.

We may see Google as a savior, but it rules like Caesar. The mythology 
of the Web leads us to assume that it is a wild, ungovernable, and thus 
ungoverned realm. This could not be further from the truth. There was a 
power vacuum in the Web not so long ago, but we have invited Google 
to fi ll it. Overwhelmingly, we now allow Google to determine what is 
important, relevant, and true on the Web and in the world. We trust and 
believe that Google acts in our best interest. But we have surrendered 
control over the values, methods, and processes that make sense of our 
information ecosystem.

xi



This book argues that we should infl uence—even regulate—search 
systems actively and intentionally, and thus take responsibility for how 
the Web delivers knowledge. We must build the sort of online ecosys-
tem that can benefi t the whole world over the long term, not one that 
serves the short-term interests of one powerful company, no matter how 
brilliant.

Still, questioning the role of Google in our lives and the faith we 
have in it is not easy. Google does much good and little direct harm 
to most people. And I did not expect to be the person to do this job. 
From the early days of personal computers, I counted myself among the 
champions of all things digital and networked. I saw great transforma-
tive, democratizing potential in the technological changes of the past 
three decades. In the 1990s—heady days of global prosperity, burgeon-
ing freedom, and relative peace—I saw in digital networks the means 
to solve some of the problems we faced as a species. Back then I took 
seriously the notion that the world had stepped beyond the stalemate of 
the Cold War and had settled on a rough consensus on competitive open 
markets, basic human rights, and liberal democracy—even if the road to 
those goals was still long and rocky in much of the world.1 I assumed 
digitization would level the commercial playing fi eld in wealthy econo-
mies and invite new competition into markets that had always had high 
barriers to entry. I imagined a rapid spread of education and critical 
thinking once we surmounted the millennium-old problems of informa-
tion scarcity and maldistribution.

But in the early part of this century, my mood soured and my enthu-
siasm waned. I saw my great hopes for an open and free Internet cor-
rupted by the simultaneous pressures of inadequate security (in the form 
of fraud, spam, viruses, and malware) and the attempts at a corporate 
lockdown of culture and technology.2 I saw that the resistance to open-
ness, transparency, accountability, and democracy was stronger than I 
had imagined and present in parts of the world—including my own—
where I thought the forces of light had triumphed long ago.3 I worried 
that the environment generated by the global reach of the Internet was 
pulling us in opposite directions—toward both anarchy and oligarchy—
and draining the institutions and environments that would foster more 
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reasonable, republican virtues, such as measured deliberation, critical 
thought, and mutual respect.4 I noted the ways in which those who 
promoted the digitization and networking of all things reverted to sim-
plistic and wrongheaded views of how technology works in society.5 I 
grew weary of others’ attempts to describe technology as an irresistible 
force that young people have mastered and old people must conform to 
or wither away trying to resist.6 And I had an intellectual allergic reac-
tion to the growing notion that one company—Google—could or would 
solve some of the greatest and most complex human problems simply 
by applying the principles of engineering.7

So I sought a way to explore both my disenchantment with and my 
approval of changes in our global information ecosystem. I wanted to 
embrace and champion values and goals such as liberty, creativity, and 
democracy while offering criticisms of trends and trajectories that I con-
sider harmful or dangerous, such as blind faith in technology and market 
fundamentalism. And Google exemplifi es all these trends.

Because books move more slowly than large, rich Internet companies, 
I have not attempted to catalog or analyze the company’s recent initia-
tives. Instead, I have tried to discern broad and signifi cant themes and 
patterns that should hold constant for some years. If Google has dramati-
cally changed course between the date that I fi nished this text and the 
date you begin reading it, I apologize in advance. Tracking Google was 
never my goal; instead, I seek to explain why and how Google tracks us.

Previous books about Google have focused, understandably, on the 
company’s rise and triumph. They have revealed the unique story, 
culture, and principles that have made Google one of the most perva-
sive and important institutions in the world. These books have exposed 
the inner workings of the company, its bold technologies, its brilliant 
methods of generating revenue, the peculiar vision of its founders, the 
talents of its chief operating offi cer, and the revolutionary nature of its 
approach to making sense of the Internet. I could not write a biography 
of the company or an exploration of the science of Web search; there 
are already many excellent examples of such projects. Nor could I write 
a primer on how one might replicate or learn from Google’s success; 
another recent book fulfi lls that function. Nor does this book purport to 
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“get inside” the minds of the visionaries who run the company, as other, 
more connected writers have.8

This book is not about Google; instead, it is about how we use Google. 
It explains the ways we have embraced Google and invited it into a 
wide variety of human activities. It also examines the resistance to and 
concern about Google, which is growing as its reach spreads across the 
globe. It explores the terms of the relationships between Google and its 
billions of users, and it considers the moral consequences of Google’s 
actions and policies.

This book is much more about us—how we use Google, what we 
expect of it, and what we give to it—than about Google. My modest 
hope is that you will approach that screen with the friendly search box 
and clever logo with a keener sense of what happens when you type the 
name of the thing you’re looking for. To search for something on the 
Web using Google is not unlike confessing your desires to a mysterious 
power. If nothing else, I hope to defl ate hyperbole about the company, 
its services, and the Web in general, and to shift the tone of public con-
versation from one of blind faith and worship of the new to one of sober 
concern about the wrenching changes we have invited and unleashed. 
Most of all, I hope we will all approach the future of human knowledge 
with wisdom and trepidation rather than naive, dazzled awe.

xiv PREFACE



INTRODUCTION

THE GOSPEL OF GOOGLE

In the beginning, the World Wide Web was an intimidating collection, 
interlinked yet unindexed. Clutter and confusion reigned. It was impos-
sible to sift the valuable from the trashy, the reliable from the exploitative, 
and the true from the false. The Web was exciting and democratic—to 
the point of anarchy. As it expanded and became unimaginably vast, its 
darker corners grew more remote and more obscure. Some had tried to 
map its most useful features to guide searchers through the maelstrom. 
But their services were unwieldy and incomplete, and some early guides 
even accepted bribes for favoring one source over another. It all seemed 
so hopeless and seedy. Too much that was precious but subtle and fresh 
was getting lost.

Then came Google. Google was clean. It was pure. It was simple. It 
accepted no money for ranking one page higher in a search than another. 
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2 INTRODUCTION

And it offered what seemed to be neutral, democratic rankings: if one 
site was referred to more than another, it was deemed more relevant to 
users and would be listed above the rest. And so the biggest, if not the 
best, search engine was created.

This, in brief, was the genesis of the enterprise known as Google Inc. 
Like all theological texts, the Book of Google contains contradictions 
that leave us baffl ed, pondering whether we mere mortals are capable 
of understanding the nature of the system itself. Perhaps our role is not 
to doubt, but to believe. Perhaps we should just surf along in awe of 
the system that gives us such beautiful sunrises—or at least easily fi nds 
us digital images of sunrises with just a few keystrokes. Like all such 
narratives, it underwrites a kind of faith—faith in the goodwill of an 
enterprise whose motto is “Don’t be evil,” whose mission is “to organize 
the world’s information and make it universally accessible and useful,” 
and whose ambition is to create the perfect search engine.

On the basis of that faith—born of users’ experiences with the ser-
vices that Google provides—since the search engine fi rst appeared and 
spread through word of mouth for a dozen years, Google has permeated 
our culture. That’s what I mean by Googlization. It is a ubiquitous brand: 
Google is used as a noun and a verb everywhere from adolescent conver-
sations to scripts for Sex and the City. It seems that even governments are 
being Googlized, or rendered part of the vast data storm that Google has 
taken as its challenge to organize and make available.1

Google puts previously unimaginable resources at our fi ngertips—
huge libraries, archives, warehouses of government records, troves of 
goods, the comings and goings of whole swaths of humanity. That is 
what I mean by the Googlization of “everything.” Googlization affects 
three large areas of human concern and conduct: “us” (through Google’s 
effects on our personal information, habits, opinions, and judgments); 
“the world” (through the globalization of a strange kind of surveillance 
and what I’ll call infrastructural imperialism); and “knowledge” (through 
its effects on the use of the great bodies of knowledge accumulated in 
books, online databases, and the Web).

Google consequently is far more than just the most interesting and 
successful Internet company of all time. As it catalogs our individual 
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and collective judgments, opinions, and (most important) desires, it has 
grown to be one of the most important global institutions as well. As we 
shift more of our Internet use to Google-branded services such as Gmail 
and YouTube, Google is on the verge of becoming indistinguishable 
from the Web itself. The Googlization of everything will likely have 
signifi cant transformative effects in coming years, both good and bad. 
Google will affect the ways that organizations, fi rms, and governments 
act, both for and at times against their “users.”

To understand this phenomenon, we need to temper our uncritical 
faith in Google and its corporate benevolence and adopt an agnostic 
stance. That is, we need to examine what Google has told us about itself, 
its means, and its motives as it makes the world anew in these ways, 
and to interrogate and evaluate both the consequences of Googlization 
and the ways we respond to it.

One way to begin is by realizing that we are not Google’s customers: 
we are its product. We—our fancies, fetishes, predilections, and prefer-
ences—are what Google sells to advertisers. When we use Google to 
fi nd out things on the Web, Google uses our Web searches to fi nd out 
things about us. Therefore, we need to understand Google and how it 
infl uences what we know and believe.

Because of our faith in Google and its claims of omniscience, omnipo-
tence, and benevolence, we tend to grant Google’s search results inordi-
nate and undeserved power.2 These results offer the illusion of precision, 
accuracy, and relevance. Psychologists at the University of California 
at Berkeley have even published a study claiming that Google’s Web-
search technique mimics the way human brains recall information.3 So 
it is understandable that we have come to believe that Google’s search 
rankings are a proxy for quality of information, simply an extension of 
our collective judgment. But this belief is unhealthy and wrong. The rules 
of the game are rigged in certain ways, and we need a much clearer idea 
of how this is done.

If I can convince you that we should be concerned about the ease 
with which we have allowed everything to be Googlized, I hope I can 
lead you to consider some remedies as well. I am confi dent we can 
fi nd ways to live more wisely with Google. My argument comes from a 
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perspective that is too often lost in accounts of the details of technological 
innovations and their effects on our daily lives: the pursuit of global civic 
responsibility and the public good. Hopes for a more enlightened future 
rest in our ability both to recognize the assumptions embedded in our 
faith in Google and to harness public resources to correct for them. So 
this book is also overtly political. It calls for a reimagination of what we 
might build to preserve quality information and deliver it to everyone. It 
examines the prospects for the creation of a global public sphere, a space 
between the particular domestic spheres where we live most of our lives 
and the massive state institutions that loom over us—a space where we 
can meet, deliberate, and transform both the domestic and the political. 
We can’t depend on one or even a dozen companies to do that equitably 
and justly. Google seems to offer us everything so cheaply, easily, and 
quickly. But nothing truly meaningful is cheap, easy, or quick.

After years of immersion in details of Google’s growth, I can come to 
only one clear judgment about the company and our relationship with 
it: Google is not evil, but neither is it morally good. Nor is it simply 
neutral—far from it. Google does not make us smarter. Nor does it make 
us dumber, as at least one writer has claimed.4 It’s a publicly traded, 
revenue-driven fi rm that offers us set of tools we can use intelligently or 
dumbly. But Google is not uniformly and unequivocally good for us. In 
fact, it’s dangerous in many subtle ways. It’s dangerous because of our 
increasing, uncritical faith in and dependence on it, and because of the 
way it fractures and disrupts almost every market or activity it enters—
usually for the better, but sometimes for the worse. Google is simulta-
neously new, wealthy, and powerful. This rare combination means that 
we have not yet assessed or come to terms with the changes it brings 
to our habits, perspectives, judgments, transactions, and imaginations.5

Faith in Google is thus dangerous as the airplane and the automo-
bile have proved dangerous in ways their pioneers did not anticipate in 
the 1920s. These technologies of mobility and discovery are dangerous 
not just because they physically endanger their users but because we 
use them recklessly, use them too much, and design daily life around 
them. Thus we have done tremendous harm to ourselves and our 
world. As early as 1910, the technologies of motorized transportation 



INTRODUCTION 5

were impressive and clearly revolutionary. It was not hard to see that 
human life would soon be radically transformed by the ability to move 
people and goods across continents and oceans in a matter of hours. 
Only a few years later, life on earth was unimaginable without these 
systems, and by the close of the twentieth century, the entire world was 
reorganized around them.

The dangers arose because we let the automobile companies and air-
lines dictate both public discourse and policy. The rules of the road were 
worked out rather quickly and almost entirely in favor of the automobile: 
more people became motorists, and fewer were pedestrians. Soon after 
World War II, fl ying and driving became elements of daily life for most 
of the developed world. Yet the externalities of both these transport 
systems—from global climate change to global terrorism to global pan-
demics—have left us wondering how we made so many bad decisions 
about both of them. We did not acknowledge all the hazards created by 
our rush to move and connect goods and people, and so we did not plan. 
We did not limit. We did not deliberate. We did not deploy wisdom and 
caution in the face of the new and powerful. We did not come to terms 
with how dangerous planes and cars really are. Even had we acknowl-
edged the range of threats that they generate, we would not have wished 
for a world without them. But we might well have demanded better 
training, safeguards, rules, and systems early on and thus curbed the 
pernicious results while embracing the positive, liberating effects they 
have on our lives.

We have designed our environments to serve cars and planes instead 
of people. Our political systems have been used to favor and subsidize 
these industries, even as they have been held up as models of free enter-
prise. And thus we have become dangerously dependent on them. We 
began to recognize the problems that they posed only in the 1960s and 
now are all too aware of them. But it’s far too late. As Elvis warned us, 
“Fools rush in.”6

Google and the Web it governs are nowhere near as dangerous as our 
automobile system. People aren’t made ill or run over by Web pages. 
Nonetheless, blind faith in Google is dangerous because Google is 
so good at what it does and because it sets its own rules. Unlike the 
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automobile, which regularly kills people, Google causes damage mostly 
by crowding out other alternatives. Because of its ease and power, because 
it does things so cheaply and conveniently, it may cause us to miss 
opportunities to do things better. Google’s presence in certain markets, 
such as advertising or book search, retards innovation and investment by 
potential competitors, because no one can realistically wrest attention or 
investment from Google. And when Google does something adequately 
and relatively cheaply in the service of the public, public institutions are 
relieved of pressure to perform their tasks well. This is an important and 
troubling phenomenon I call public failure.

The power of this young company is so impressive, and its appar-
ent cost to its users so low (close to free), that the strongest negative 
emotion it generates in the United States is unease; anger at Google (as 
well as use of and dependence on Google) is much stronger in Europe. 
We see so clearly how it makes our lives better, our projects easier, and 
our world smaller that we fail to consider the costs, risks, options, and 
long-term consequences of our optimistic embrace. That is what the fol-
lowing chapters set out to do.

LIVING AND THINKING WITH GOOGLE

As with any system of belief, ideologies underlying the rise of Google 
have helped shape the worldview of those who created it as well as 
those who use and believe in it. For some, seeking wisdom and guidance 
in navigating the world in the early years of the twenty-fi rst century, 
Google looks like the model for everything and the solution to every 
problem.7 To most people, Google seems helpful and benevolent. For 
some would-be reformers, particular practices of the company demand 
scrutiny within the faith. For apostates, Google has fallen from its heights 
of moral authority.8

Google’s ideological roots are well documented.9 Google’s founders 
and early employees believe deeply in the power of information technol-
ogy to transform human consciousness, collective and individual. Less 
well understood are the theories that inform how Google interacts with 
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us and how we interact with Google. Increasingly, Google is the lens 
through which we view the world. Google refracts, more than refl ects, 
what we think is true and important. It fi lters and focuses our queries 
and explorations through the world of digitized information. It ranks 
and links so quickly and succinctly, reducing the boiling tempest of 
human expression into such a clean and navigable list, that it gener-
ates the comforting and perhaps necessary illusion of both comprehen-
siveness and precision. Its process of collecting, ranking, linking, and 
displaying knowledge determines what we consider to be good, true, 
valuable, and relevant. The stakes could not be higher.

For those of us who trudge through torrents of data, words, sounds, 
and images, Google has become a blessing.10 More than guiding us to 
answers and opportunities, it fi lters out noise: it prevents us from being 
distracted by the millions of documents that might serve our needs by 
guessing fairly accurately what we do need. So it’s almost impossible to 
imagine living a privileged, connected, relevant life in the early twenty-
fi rst century without Google. It has become a necessary—seemingly 
natural—part of our daily lives. How and why did this happen? What 
are the ramifi cations of such widespread dependence?

To answer those questions, we must ask some other hard questions 
about how Google is not only “creatively destroying” established players 
in various markets but also altering the very ways we see our world and 
ourselves.11 If Google is the dominant way we navigate the Internet, and 
thus the primary lens through which we experience both the local and 
the global, then it has remarkable power to set agendas and alter percep-
tions. Its biases (valuing popularity over accuracy, established sites over 
new, and rough rankings over more fl uid or multidimensional models 
of presentation) are built into its algorithms.12 And those biases affect 
how we value things, perceive things, and navigate the worlds of culture 
and ideas. In other words, we are folding the interface and structures of 
Google into our very perceptions. Does anything (or anyone) matter if it 
(or she) does not show up on the fi rst page of a Google search?

Here are some of the big questions facing us in the coming years: 
Who—if not Google—will control, judge, rank, fi lter, and deliver to us 
essential information? What is the nature of the transaction between 
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Google’s computer algorithms and its millions of human users? How 
have people been using Google to enhance their lives? Is it the best 
possible starting point (or end point) for information seeking? What is 
the future of expertise in an age dominated by Google, bloggers, and 
Wikipedia? Are we headed down the path toward a more enlightened 
age and enriching global economy, or are we approaching a dystopia of 
social control and surveillance?

IMAGINEERING GOOGLIZATION

This book employs what I call a “technocultural imagination.”13 A person 
who relies on a technocultural imagination asks these sorts of questions: 
Which members of a society get to decide which technologies are devel-
oped, bought, sold, and used? What sorts of historical factors infl uence 
why one technology “succeeds” and another fails? What are the cultural 
and economic assumptions that infl uence the ways a technology works 
in the world, and what unintended consequences can arise from such 
assumptions? Technology studies in general tend to address several core 
questions about technology and its effects on society (and vice versa): 
To what extent do technologies guide, infl uence, or determine history? 
To what extent do social conditions and phenomena mold technologies? 
Do technologies spark revolutions, or do concepts like revolution raise 
expectations and levels of effects of technologies?

The chapters that follow attempt to answer such questions. The fi rst 
two chapters explore the moral universe of Google and its users. I don’t 
really care if Google commits good or evil. In fact, as I explain below, the 
slogan “Don’t be evil” distracts us from carefully examining the effects 
of Google’s presence and activity in our lives. The fi rst chapter argues 
that we must consider the extent to which Google regulates the Web, and 
thus the extent to which we have relinquished that duty to one company. 
The company itself takes a technocratic approach to any larger ethical 
and social questions in its way. It is run by and for engineers, after all. 
Every potential problem is either a bug in the system, yet to be fi xed, or 
a feature in its efforts to provide better service. This attitude masks the 
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fact that Google is not a neutral tool or a nondistorting lens: it is an actor 
and a stakeholder in itself. And, more important, as a publicly traded 
company, it must act in its shareholders’ short-term interests, despite its 
altruistic proclamations. More important yet, Google is changing. Each 
week brings a new initiative, a new focus (or a new distraction) for the 
company, and a new enemy or challenge. Such rapid changes, and the 
imperatives of corporate existence, are the subjects of chapter 2.

One of the great attractions of Google is that it appears to offer so 
many powerful services for free—that is, for no remuneration.14 But there 
is an implicit nonmonetary transaction between Google and its users. 
Google gives us Web search, e-mail, Blogger platforms, and YouTube 
videos. In return, Google gets information about our habits and predilec-
tions so that it can more effi ciently target advertisements at us. Google’s 
core business is consumer profi ling. It generates dossiers on many of us. 
It stores “cookies” in our Web browsers to track our clicks and curiosi-
ties. Yet we have no idea how substantial or accurate these digital por-
traits are. This book generates a fuller picture of what is at stake in this 
apparently costless transaction and a new account of surveillance that 
goes beyond the now-trite Panopticon model. Google is a black box. It 
knows a tremendous about us, and we know far too little about it. The 
third chapter explains how we fail to manage the fl ows of our personal 
information and how Google fails to make the nature of the transaction 
clear and explicit.

Google is simultaneously very American in its ideologies and explic-
itly global in its vision and orientation. That’s not unusual for successful 
multinational corporations. Microsoft is just as important a cultural and 
economic force in India as it is in the United States. Google, however, 
explicitly structures and ranks knowledge with a universal vision for 
itself and its activities. This comprehensiveness generates a tremendous 
amount of friction around the world—not least in the People’s Republic 
of China. Between 2005 and 2010 the Chinese government regularly shut 
down portions of Google’s services because the company just barely 
managed to remain in the good graces of the Communist Party. Yet for 
all its deftness in dealing with China, Google for years drew criticism 
from global human rights groups for being part of the problem, rather 
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than part of the solution, in China. Then, in early 2010, the company 
surprised the world by giving the Chinese government exactly what 
it wanted: Google shut down its Chinese-based search engine while 
leaving intact those portions of its business that supply jobs and revenue 
to Chinese nationals. This move left Chinese Internet users with fewer 
sources of information, did nothing to reduce the stifl ing level of censor-
ship, and put government-backed search engines in fi rm control of the 
Web in China. This was an empty and counterproductive gesture. By 
choosing to be a passive, rather than active, partner in Chinese censor-
ship, somehow the company drew applause from human rights organi-
zations. The fourth chapter covers the trials of Google as it has tried to 
apply a single vision of information commerce to a wide array of cultural 
and political contexts across the globe.

In chapters 5 and 6 the book considers the consequences of Google’s 
offi cial mission statement: “To organize the world’s information and 
make it universally accessible.” In chapter 5 I assess the controversial 
Google Books program. This program, launched in 2004, was meant 
to help fulfi ll the mission of organizing the world’s information, but it 
served several engineering and commercial goals as well. The audacity 
of the program, which aimed to copy millions of copyrighted books from 
university libraries and offer them in low-quality formats to a broad 
market of readers, was the fi rst case in which Google clearly moved 
beyond its previously venerated status. Because of the mistakes Google 
made in the Books program, federal regulators and many important 
segments of the reading public grew concerned with the scope of 
Google’s ambitions.15

In the public mind, Google’s informal motto, “Don’t be evil,” reso-
nates more than its formal mission statement. But the mission statement 
is far more interesting. It is a stunning statement. What other institution 
would defi ne changing the world as its unifying task? The Web-using 
public has adopted Google services at an astounding rate, and Google 
has expanded to master widely used Internet functions such as Web 
search, e-mail, personal “cloud computing,” and online advertising. 
Chapter 6 and the conclusion consider how Google is changing and 
challenging both the technologies and the companies that govern human 
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communication. The book concludes with a call for more explicitly public 
governance of the Internet. Such governance might take the form of 
greater privacy guarantees for Web users or strong antitrust scrutiny of 
companies like Google. The particular forms and instruments of gover-
nance are not as important as the general idea that what Google does 
is too important to be left to one company. But any criticisms and calls 
for regulation should be tempered with an honest and full account of 
Google’s remarkable and largely benefi cial contributions to our lives. 
Google fi gured out how to manage abundance while every other media 
company in the world was trying to manufacture scarcity, and for that 
we should be grateful.

As I fi nished this book, it seemed that the instruments that tradi-
tionally supply knowledge for public deliberation were collapsing all 
around us. Newspapers in the United States and Europe were closing 
at a startling rate. Many newspaper leaders blamed Google because it 
alone seemed to be making money. Book publishers were also panicking, 
as readers suffering from a recession steadily held back their disposable 
cash, and moves by Amazon, Apple, and Google to serve as cheap-book 
vendors generated as much anxiety as opportunity. After weighing the 
various claims and arguments about the fate of journalism and pub-
lishing during a crippling global recession, I conclude that we should 
invest heavily in a global library of digital knowledge, with universal 
access and maximum freedoms of use. This proposal does not entail a 
simple bailout or subsidy to any industry or institution. It means that we 
should embark on a global, long-term plan to enhance and extend the 
functions of libraries in our lives. So the concluding chapter of this book 
proposes what I call a Human Knowledge Project. It takes a broad, eco-
logical approach to the idea that we need to infuse the public sphere with 
resources, energy, and incentives. It is based on the premise that we can 
do better than hand over so many essential aspects of human endeavor 
to one American company that has yet to reach even its adolescence.

The youth and inexperience of Google lie at the root of my concerns. 
Among our major institutions, global information-technology corpora-
tions change and adapt faster than any others. This is generally good 
for them and good for us. But when we grant one—or even two or 
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three—fi rms inordinate infl uence over essential aspects of our lives, we 
risk being jolted by sudden changes of direction, burned by the heat, 
and blinded by the light. The one thing we can’t assume about such 
companies is that they will remain the same. The Google of 2021 will 
not resemble the Google of 2001—or even of 2011. Much of what we 
fi nd comforting about Google may be gone very soon. The imperatives 
of a company that relies on fostering Web use and encouraging Web 
commerce for its revenue may understandably morph into a system that 
privileges consumption over exploration, shopping over learning, and 
distracting over disturbing. That, if nothing else, is a reason to worry.
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HOW GOOGLE CAME TO RULE THE WEB

Google dominates the World Wide Web. There was never an election 
to determine the Web’s rulers. No state appointed Google its proxy, its 
proconsul, or its viceroy. Google just stepped into the void when no 
other authority was willing or able to make the Web stable, usable, and 
trustworthy. This was a quite necessary step at the time. The question is 
whether Google’s dominance is the best situation for the future of our 
information ecosystem.

In the early days it was easy to assume that the Web, and the Internet 
of which the Web is a part, was ungoverned and ungovernable. It was 
supposed to be a perfect libertarian space, free and open to all voices, 
unconstrained by the conventions and norms of the real world, and 
certainly beyond the scope of traditional powers of the state.1 But we 
now know that the Internet is not as wild and ungoverned as we might 

13
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have naively assumed back at its conception. Not only does law matter 
online, but the specifi cs of the Internet’s design, or “architecture,” infl u-
ence how the Web works and how people behave with it.2 Like Jessica 
Rabbit in the fi lm Who Framed Roger Rabbit, the Internet is not bad—it’s 
just drawn that way. Still, architecture and state-generated law govern 
imperfectly. In the People’s Republic of China, the state clearly runs the 
Web. In Russia, no one does. States such as Germany, France, Italy, and 
Brazil have found some ways to govern over and above Google’s infl u-
ence. But overall, no single state, fi rm, or institution in the world has as 
much power over Web-based activity as Google does.

So Google, which rules by the power of convenience, comfort, and 
trust, has assumed control, much as Julius Caesar did in Rome in 48
b.c. Before Caesar, there was a state of chaos and civil war. Rome was 
presided over by weak, ineffective leaders who failed to capture the 
support of the people or to make the city livable. Like Caesar, Google 
has found its mandate to rule through vast popular support, even in the 
absence of a referendum. And like Caesar’s, Google’s appeal is almost 
divine. Because we focus so much on the miracles of Google, we are too 
often blind to the ways in which Google exerts control over its domain.3

So how, exactly, does Google rule the Web? Through its power to 
determine which sites get noticed, and thus traffi cked, Google has molded 
certain standards into the Web. Google has always tended to degrade the 
status of pornography sites in response to generic or confusing search 
terms, thus making it less likely that one will stumble on explicit images 
while rarely blocking access to such sites entirely.4 Google has ensured 
that the Web is a calmer, friendlier, less controversial and frightening 
medium—as long as one uses Google to navigate it.

Through its advertising auction program, Google favors and rewards 
fi rms that create sites that meet explicit quality standards set by Google, 
such as simple pages that load quickly, lack of fl ashy animation, and 
coherence in search terms that helps ensure users are not tricked into 
clicking on a pornography site when seeking travel advice.5 Google has 
limited access to sites that place malicious programs on users’ comput-
ers. This fi ght against “malware” is one of the keys to keeping the Web 
worthy of users’ trust and time. If too many sites infected users’ comput-
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ers with harmful software, people would gravitate away from the rela-
tively free and open Web into restricted and protected domains, known 
as “walled gardens” or “gated communities,” that seem less vulnerable 
to electronic pandemics.6 Google also, extremely rarely, directly censors 
search results when they are troublesome or politically controversial, or 
when the company determines that a fi rm or group is trying to rig the 
system to favor its site. When that happens, Google usually places some 
sort of explanation in the search results to explain and justify the policy.7

Overall, these policies have the effect of cleaning up the Web, ensuring 
that most users have a comfortable experience most of the time. Google 
can usually achieve this goal without stooping to raw censorship. The 
net effect is the same, however, because the protections that we rely on, 
including “safe search,” are turned on by default when we fi rst access 
Google, and our habits (trust, inertia, impatience) keep us from clicking 
past the fi rst page of search results. Google understands the fact that 
default settings can work just as well as coercive technologies.8 Overall, 
Google orders our behavior and orders the Web without raising concerns 
that it is overbearing. It’s a brilliant trick.

Nothing about this means that Google’s rule is as brutal and dictato-
rial as Caesar’s. Nor does it mean that we should plot an assassination, 
as killing off Google might have the same effect on the state of the Web 
as Julius Caesar’s death had on Rome: a return to unbearable chaos 
and fractured alliances. In fact, the institutions waiting in the wings 
to assume governance of the Web, such as commercial telecommunica-
tion companies and media conglomerates, are defi nitely less trustwor-
thy than Google is today. In many ways, we should be grateful that 
Google governs so well. Google has made Web commerce and com-
munication stable, dependable, and comfortable. By hiding how it does 
all this behind its simple and clear interface, Google convinces us that 
it just knows how to make our lives better. We need not worry about 
the messy details.

But how did we get to this state of affairs? How was Google able 
to assume this role so quietly and profi t so handsomely from it? What 
sorts of trouble is Google causing for states and fi rms? And how—if at 
all—should we consider regulating the regulator?
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THE SCOPE OF GOOGLE

Google is sui generis. At its core, it’s a Web search-engine service. The 
primary reason anyone uses Google is to manage the torrent of informa-
tion available on the World Wide Web. But as the most successful sup-
plier of Web-based advertising, Google is now an advertising company 
fi rst and foremost.9 Its search function is why we visit Google. Adver-
tising is what keeps it going. However, there were search-engine com-
panies before Google, and several competitors still do just as good a 
job linking people to information as Google does. And there were Web 
advertising companies before Google, just as there are now other fi rms, 
such as Facebook, that try to link a user’s expressed interest in subjects 
to potential vendors of goods and services that refl ect those tastes. But 
there has never been a company with explicit ambitions to connect indi-
vidual minds with information on a global—in fact universal—scale. The 
scope of Google’s mission sets it apart from any company that has ever 
existed in any medium. This fact alone means we must take it seriously.

Google has expanded in recent years into a general media company 
because it delivers video and text to users, even if much of that content 
is hosted on other institutions’ sites. Its 2006 acquisition of YouTube, the 
clear leader in hosting short videos contributed by users, made Google a 
powerful disseminator of video content.10 This role has put Google and 
YouTube at the center of major world events, such as the antigovernment 
protests in Iran in the summer of 2009 and the election of Barack Obama 
as president of the United States in 2008.

Since about 2002 Google has steadily added to the roles it plays in 
people’s lives, thus complicating the Web’s taxonomy. It now hosts 
e-mail for millions of users. Google purchased the innovative and free 
blog-hosting service Blogger in 2003. It runs a social networking site 
called Orkut that is popular in Brazil and India, but nowhere else. Google 
Voice offers a voice-over-Internet-provider (VoIP) that competes with 
Skype’s long-distance Internet phone service. It facilitates payment for 
Web-based commerce through Google Checkout.

Google is also a software company. It now offers online software 
such as a word processor, spreadsheets, presentation software, and a 
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calendar service—all operating “in the cloud” and thus freeing users 
from managing multiple versions of their fi les and applications on dif-
ferent computers, and easing collaboration with others. In 2008 Google 
released its own Web browser called Chrome, despite many years of 
collaborating with the Mozilla foundation in supporting the open-
source Firefox browser. And in 2009 it previewed its Chrome operat-
ing system for cloud computing, a direct assault on Microsoft’s core 
product, Windows. It hosts health records online. On top of all that, 
since its beginning in 2004, its Google Books project has scanned mil-
lions and millions of volumes and has made many of them available 
online at no cost, simultaneously appropriating the functions of librar-
ies on the one hand and the rights of publishers on the other. In 2007
Google announced plans for a mobile-phone operating system and 
attempted, but failed, to change the ways that the United States govern-
ment allocates radio bandwidth to mobile companies in an attempt to 
open up competition and improve service.11 And since 2005 the company 
has been Googlizing the real world through Google Maps, Street View, 
and Google Earth, a service that allows users to manipulate satellite 
images to explore the Earth from above. Only one company does all 
that, so it does not even need a label beyond its increasingly pervasive 
brand name.

This diversity of enterprises has confused and confounded other fi rms 
that compete with Google. Because no other company, not even Microsoft, 
competes in more than a handful of these areas, it’s also hard for regula-
tors to get a sense of Google’s market power. In most of these arenas, such 
as e-mail, applications, blogging, photo-image hosting, health records, 
and mobile-phone platforms, Google is far from the dominant player. 
But in online video, out-of-print book searches, online advertising, and 
of course Web search, Google has such an overwhelming lead that other 
competitors can’t hope to develop the infrastructure needed to compete 
with Google in the long run.

Google thus has been the victor in the winner-take-all race to serve 
as the chief utility for the World Wide Web. In 2010, in the midst of a 
massive two-year economic downturn that hampered every sector of 
the global economy and devastated some, Google was worth more than 
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US$120 billion and made more than US$4 billion in total net income. 
More than twenty thousand people worked for Google in 2010, although 
the company shed a few thousand through layoffs in 2008.12

FRICTION

Because of its presence in a broad array of markets and its brazen 
unpredictability, many established industry players have taken aim 
at Google and have demanded either regulatory intervention to pres-
sure Google or regulatory relief for themselves. When Google in 2007
made a strong case to the U.S. Federal Communications Commission 
that newly released radio spectra should be licensed only to fi rms that 
promised openness in mobile-phone design and business practice, the 
major American telecommunication companies banded together to stifl e 
and limit the proposal. When Google proposed collaborating with Yahoo 
in online advertising placement, U.S. regulators quickly squelched the 
plan because advertisers feared total market domination by the two com-
panies, which would hold 90 percent of the search market in the United 
States. When Google moved to purchase the leading placement service 
for website banner advertisements, DoubleClick, national advertising 
companies demanded intervention—unsuccessfully. When Google 
refused to prevent YouTube users from potentially infringing copyrights 
and instead relied on the provisions of copyright law that protect service 
providers such as Google from liability, Viacom sued in a naked attempt 
to change the law. And when telecommunication companies that act 
as Internet service providers tried to alter how the Internet works by 
charging fees to services that might wish to have their content delivered 
faster—and thus downgrade service for those that didn’t pay—Google 
lobbied to preserve “network neutrality.” Google thus has made many 
powerful enemies in a very short period. Many of Google’s positions cor-
respond roughly with the public interest (such as giving empty support 
to a network neutrality policy and “safe-harbor” exemptions from copy-
right liability). Others, such as fi ghting against stronger privacy laws in 
the United States, do not.13
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When confronted with questions about its dominance in certain 
markets, Google offi cials always protest that, on the Internet, barriers 
to entry are low, and thus any young fi rm with innovative services 
could displace Google the way Google displaced Yahoo and AltaVista 
in the early days of the twenty-fi rst century. With Google unable 
or unwilling to leverage its advantages though some sort of lockdown, 
such as holding users’ content and data hostage with technology or 
exclusive contracts so that they must continue to use Google services, 
they point out that users could easily migrate to the next Google-like 
company. As Google’s lawyer Dana Wagner says, “Competition is a 
click away.”14

Of course, that argument relies on the myth that Internet companies 
are weightless and virtual. It might be valid if Google were merely a 
collection of smart people and elegant computer code. Instead, Google 
is also a monumental collection of physical sites such as research labs, 
server farms, data networks, and sales offi ces. Replicating the vastness 
of Google’s processing power and server space is unimaginable for any 
technology company except Microsoft. Wagner’s argument about user 
behavior could be valid if boycotting or migrating from Google did not 
incur signifi cant downgrades in service by losing the advantages of inte-
gration with other Google services.

Google’s argument also ignores the “network effect” in communica-
tion markets: a service increases in value as more people use it.15 A tele-
phone that is connected to only one other person has very limited value 
compared with one connected to 250 million people. YouTube is more 
valuable as a video platform because it attracts more contributors and 
viewers than any other comparable service. The more users it attracts, 
the more value each user derives from using it, and thus the more users 
it continues to attract. Network effects tend toward standardization and 
thus potential monopoly.

The network effect for most of Google’s services is not the same 
exponential effect we saw with the proliferation of the telephone or fax 
machine. If only one person in the world used Gmail, it would still be 
valuable to her, because it can work well with every other standard 
e-mail interface. But if only a few people used Google for Web searching, 
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Google would not have the data it needs to improve the search experi-
ence. Google is better because it’s bigger, and it’s bigger because it’s 
better. This is an arithmetic, rather than geometric, network effect, but it 
matters nonetheless. Opting out or switching away from Google services 
degrades one’s ability to use the Web.

It may seem as if I’m arguing that Google is a monopoly and needs 
to be treated as such, broken up using the antimonopoly legislation 
and regulations developed over the late nineteenth and early twentieth 
centuries. But because Google is sui generis, business competition and 
regulation demand fresh thinking. It’s such a new phenomenon that 
old metaphors and precedents don’t fi t the challenges the company pre-
sents to competitors and users. So far, Google manages us much better 
than we manage Google. Just because Wagner’s defense of Google is 
shallow does not necessarily mean that we would be better off sever-
ing the company into various parts or restricting its ambitions in some 
markets. But the very fact that Google is nothing like anything we have 
seen before both demands vigilance and warrants concern. That fact also 
means that there is no general answer to how competing fi rms or regula-
tors should approach Google’s ventures. Everything must be considered 
case by case and with an eye on particulars. “Is Google a monopoly?” 
is the wrong question to ask. Instead, we should begin by examining 
what Google actually does and how that compares to what competitors 
do or might do in the future. That approach will give us a better sense 
of what the Googlization of everything means and what has already 
been done about it.

THE SEARCH FOR A BETTER SEARCH

There is a broad consensus that Web search is still in a very pedestrian 
phase. Both Yahoo and Google generally work the same way, and neither 
offers consistently superior search results. People tend to choose one 
or the other platform based on other factors—habit, the default search 
service embedded in a browser, their choice of e-mail client, appearance, 
or speed.16 At most search-engine companies, the computers tend to take 
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the string of text that users type into a box and scour their vast indexes 
of copies of Web pages for matches. Among the matches, each page is 
ranked instantly by a system that judges “relevance.” Google calls its 
ranking system PageRank: links rise to the top of the list of search results 
by attracting a large number of incoming links from other pages. The 
more signifi cant or highly ranked a recommending page is, the more 
weight a link from it carries within the PageRank scoring system.17 Each 
website copied into Google’s servers thus carries with it a set of relative 
scores instantly calculated to place it in a particular place on a results 
page, and this ranking is presumed to refl ect its relevance to the search 
query. Relevance thus tends to mean something akin to value, but it is 
a relative and contingent value, because relevance is also calculated in 
a way that is specifi c not just to the search itself but also to the search 
history of the user. For this reason, most Web search companies retain 
records of previous searches and note the geographic location of the user.

While this approach is standard, and works fairly well in most situ-
ations for most users, a number of search-engine companies have been 
working furiously to deepen the “thinking” that computers do when 
queried. Since 2008, we have seen the debut of a number of new search 
engines that offer a different way of searching and depend heavily on 
the ability to understand the context and purpose of the search query. 
And Google, understandably, refi nes and alters its search principles 
with regularity.

Cuil, which debuted ignominiously in 2008, was founded by a group 
of former Google employees. Its launch was marred by too much pub-
licity and attention. The fi rst users found the system terribly slow and 
fragile. Cuil boasts of searching a larger index of sources than either 
Google or Microsoft’s search engine, Bing. It also claims to be able to 
conduct rudimentary semantic analyses of the potential results pages 
to assess relevance better than the popularity method of PageRank. By 
the summer of 2009, Cuil delivered consistently good results to basic 
queries, but no one seemed to notice. Most importantly, Cuil pledged 
not to collect user data via logs or cookies, the small fi les with identify-
ing information that Google and other search engines leave in every 
user’s Web browser, because it is more interested in what the potential 
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results pages mean than what the user might think about. Cuil is a clever 
and innovative search service that has suffered from terrible business 
and public-relations decisions.18

In early 2009, the eccentric entrepreneur and scientist Stephan 
Wolfram released what he called a “computational knowledge engine,” 
Wolfram Alpha. By staging a series of small-scale demonstrations for 
the most elite Web thinkers in the United States, Wolfram was able to 
seed curiosity and attract attention for his service. Unlike a commer-
cial search engine, Alpha is not so much designed to fi nd pages and 
videos on the Web as to answer research questions by mining publicly 
available data sets. It does not even attempt to index Web sites. Its 
utility to users and advertisers, therefore, is narrow. But as a concept in 
knowledge management and discovery, it is potentially revolutionary. 
If you ask Alpha, “How many atoms are in a molecule of ammonia?” 
it will tell you the answer. It fi nds facts. It even generates facts, in a 
sense, by computing new information from different, distinct data 
sets. Wolfram Alpha is not intended to compete with Google in any 
way or in any market (although Google’s Web search can answer the 
same question by directing users to the top link: a page from Yahoo 
Answers!). However, if it succeeds, Alpha will remove a small set of 
scientifi c queries from the mass of Google searches. Google will hardly 
notice—unless it decides to adopt elements of Alpha technology for its 
own services. Wolfram Alpha is certain to serve as a useful experiment 
in the development of machine-based knowledge development. But 
it’s not for shopping.19 It won’t have anything like Google’s effect on 
people worldwide, and it, too, is designed to remain a clever resource 
but never to become a major player in general information or Web 
searching.

Currently, the major search engines do not “read” the query for 
meaning. They are purely navigational: they point. However, all the big 
search companies (and most of the small ones, as well) are working on 
what is known in the industry as “semantic search,” searches that take 
account of the contextual meaning of the search terms. For example, in 
2001, if a user typed “What is the capital of Norway?” into Google, the 
results would have been a set of pages that included the string of text 
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“What is the capital of Norway?” By contrast, a semantic search engine 
that reads what computer scientists and linguists call “natural language” 
can understand the patterns of human diction well enough to predict 
that a user expects the result of this search to be the answer to the ques-
tion, not a set of pages asking the same question. To accomplish the 
goal of generating a natural-language or semantic search system, search 
companies need two things: brilliant thinkers in the areas of linguistics, 
logic, and computer science, and massive collections of human-produced 
language on which computers can conduct complex statistical analysis. 
Many companies have the former. Only Google, Yahoo, and Microsoft 
have the latter. Of those, Google leads the pack.

It’s no accident that Google has enthusiastically scanned and “read” 
millions of books from some of the world’s largest libraries. It wants to 
collect enough examples of grammar and diction in enough languages 
from enough places to generate the algorithms that can conduct natural-
language searches. Google already deploys some elements of semantic 
analysis in its search process. PageRank is no longer fl at and democratic. 
When I typed “What is the capital of Norway?” into Google in August 
2010, the top result was “Oslo” from the Web Defi nitions site hosted by 
Princeton University. The second result was “Oslo” from Wikipedia.

One search company is trying to combine the two approaches, blend-
ing semantic search with community-based assessment of the quality 
of sources. By those standards, Hakia should be the best search engine 
in the world. Hakia specializes in medical information, and it invited 
medical professionals to help assess the value and validity of potential 
result sites. The results, however, are not clearly superior to Google’s. 
Hakia does place medical journal results higher in many searches.20 But a 
search for “IT band” on Google and Hakia conducted in July 2009 yielded 
excellent results on Google and inappropriate results on Hakia. Google 
directed me to sites such as the Mayo Clinic’s orthopedic pages, where 
I leaned about the malady known clinically as iliotibial band syndrome, 
which involves chronic tightness and pain in a band of connective tissue 
that runs from the hip to the knee. Hakia, supposedly specializing in 
medical searches, directed me to the Wikipedia site for the Band, the 
musical group that fi rst gained international acclaim by backing up Bob 
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Dylan in 1965 and 1966 and went on to deliver some of the greatest 
American music until it broke up in 1976.21

While Yahoo struggles to keep itself in the game, the two behemoths in 
the search-engine competition, Google and Microsoft, continue to battle 
each other, not just in the search-engine fi eld, but increasingly across 
the whole domain of computer software and online services. In hopes 
of keeping Google off its guard, in June 2009 Microsoft released Bing, 
developed in a partnership with Yahoo, which is a completely revised 
version of its Live Search engine. To differentiate itself from Google, 
Microsoft has advertised Bing as a “decision engine” as opposed to a 
search engine. It specializes in searches about travel, shopping, health, 
and local knowledge. In other words, while Wolfram Alpha is experi-
menting with ways to peel off some searches from Google that concern 
factual data, Microsoft hopes to attract consumers. The advertisements 
Microsoft ran ridiculed Google for offering too much information when 
users just want to buy stuff. Early on, Bing seemed able to pry some 
users away from Yahoo but posed no major threat to Google in the U.S. 
search market.22

In July 2009, just after Microsoft announced Bing in an attempt to 
force Google to refocus on its core moneymaking activity—Web searches 
and the advertising they generate—Google countered by announcing 
the development of a light, clean operating system that would run on a 
small, cheap computer, a netbook. This operating system, to be known 
as Chrome OS ( just like the Web browser Chrome), would simply run 
a browser—like Chrome, for instance. It would facilitate Web-based 
services, thus pushing more users away from bulky, expensive, poorly 
designed programs such as Microsoft Windows and Offi ce and toward 
programs that operate via the Web (“in the cloud”), such as Google 
Docs. Realistically, Google’s initiative is no short-term or direct threat to 
Microsoft’s dominance in the personal computer software market. But 
over time it could chip away at new markets in the developing world 
that are much more price sensitive and whose consumers are interested 
in connectivity rather than processing power.

All these developments have occurred as part of the dance between 
these two behemoths. Among the arenas where that dance takes place 
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are the law courts and the halls of regulatory agencies. Microsoft suffered 
some major legal hits in 2000 when regulators in the United States and 
Europe cracked down on its abusive practices that had limited competi-
tion in the Web browser market and threatened to lock down Microsoft’s 
advantages in a number of markets. By 2008, Microsoft was pushing 
for regulators to rein in Google’s ambitions and initiatives. Microsoft’s 
complaints were a key element in scrapping the proposed Google-Yahoo 
collaboration on Web advertising in 2008.23

Bing did not threaten Google’s core revenues. Chrome will not threaten 
Microsoft’s core revenues. But in the event that something changes in 
the world and one fi rm or the other undergoes a serious change in 
structure or personnel (because of pressure from new fi rms, consumer 
uproar, or government actions), the other would be poised to capitalize 
on the shift.

Among the most interesting responses to Google’s dominance of 
search in Europe and North America was Quero. Funded in 2005 by a 
partnership between the governments of France and Germany, and with 
the support of the European Union, Quero was intended to correct for 
the perceived American cultural bias inherent in Google. Underfunded, 
slow to develop, and unable to resolve disputes between France and 
Germany over Quero’s scope and role, the project died in 2007. As of 
2010, Google is more popular than ever among European Web users.

None of these new search initiatives are compelling enough to wrest 
major portions of the search market away from Google, which is just so 
good at what it does, and clearly getting better every day. Even a slightly 
better service, result set, or interface design makes almost no difference 
to users. Google is now the comfortable choice for most users, and its 
array of services makes it undeniably useful. By default, it’s easier to 
stay in the Google universe. One must consciously act to move beyond 
it (although, as I discuss in chapter 4, Google’s dominance does not 
extend to some of the largest and most interesting markets in the world: 
Japan, South Korea, Russia, and China). Ultimately, Google’s overall 
dominance matters chiefl y if we are concerned with the intellectual 
and cultural health of the Web. And if we are worried about the eco-
nomic effects of Googlization, we must follow the money. Users have 
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no stake in questions of market share. Firms that advertise on the Web, 
however, do.

ADVERTISING

At least in terms of revenue generation, Google’s core business isn’t 
facilitating searches, it’s selling advertising space—or rather, selling our 
attention to advertisers and managing both the price it charges for access 
to our attention and the relative visibility of those advertisements. In this 
fi eld, Google is more than successful: it is simply brilliant.

In the era before Google, fi rms created products that they sold to cus-
tomers by means of advertising that conveyed information to potential 
buyers. Google has completely reconfi gured this model. Its own product, 
as I have said, is in fact the attention and loyalty of its users. While 
Google provides users with the information that they seek, seemingly 
for free, it collects the gigabytes of personal information and creative 
content that millions of Google users provide for free to the Web every 
day and sells this information to advertisers of millions of products and 
services. Through its major advertising program, AdWords, Google runs 
an instant auction among advertisers to determine which one is placed 
highest on the list of ads that run across the top or down the right-hand 
column of the search results page.

Using Google is far from free.24 Users incur up-front, sunken costs 
(computer hardware) and regular utility costs (Internet service), but 
Google doesn’t profi t from these costs. Google’s real customers are the 
advertisers who pay Google to compete in an auction to rise to the top 
of a list of “sponsored results” that frame the “organic results” of each 
search. Content creators have passively allowed Google access to their 
sites for the privilege of being indexed, linked, and ranked. The data on 
who cares about which of these sites is accumulated, and access to those 
potential consumers is sold to advertisers at a profi t.

It’s here that some troubling effects of the Googlization of every-
thing start to become apparent, and where existing efforts to deal with 
those problems have fallen short. If there is one market in which Google 
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has an inordinate share and exercises alarming power, it is Web-based 
advertising. In 2008 Google earned more than $21 billion (97 percent of 
its revenue) from online advertisements. In contrast, Microsoft lost $1.2
billion in its online advertising business. Google gives away most of its 
services to users for free in exchange for their attention. Microsoft, by 
contrast, leases software to consumers so successfully that it has been 
among the fi fty wealthiest corporations in the world for most of the 
past fi fteen years. Viewed in these terms, it’s inaccurate to consider 
Microsoft as even being in the same business as Google. The parties 
most concerned about Google’s dominance in the fi eld of advertising 
on search engines are not Google’s ostensible competitors like Microsoft, 
but the companies that buy slots to run the small bits of text that sit to 
the right and just above the search results on most queries—the adver-
tisers themselves.

Google did not invent contextual advertising on the Web, but it cer-
tainly mastered it. A long-gone search-engine company called GoTo
.com developed a way to link search results to advertisements in 1998.25

By the time Google decided to adopt that practice in 2002, it had settled 
on an ingenious way to sell the best positions around a search term: 
an instant auction. If a user types “shoes” into a Google search box, 
Google’s computers instantly solicit bids from shoe vendors. The highest 
bidder—the fi rm that offers the most money per click, with a clear ceiling 
of maximum clicks it is willing to pay for—gets top placement.26

This formula often has served the interests of small fi rms better than 
large fi rms. Large fi rms can afford to waste money on advertising. Small 
fi rms must target their ads as carefully as possible. They don’t need to 
scream at millions of people that they should be buying some brand of 
weak beer. They need to attract the attention of potential consumers who 
have expressed interest in, say, Bavaria. For this reason, Google needs to 
understand how patterns of searches indicate behaviors. If Google can 
customize the placement of ads, giving a user results listing only local 
shoe stores or only Bavarian lager, then it can generate more clicks per 
advertisement. This maximizes revenue without necessarily pushing a 
small fi rm out of the advertising market or out of business. Google takes 
its money in small increments millions of times per day rather than by 
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using the network TV model of taking millions of dollars a few times 
per day. In addition, Google can demonstrate to fi rms that these adver-
tisements do indeed attract interested customers. There is no such clear 
feedback with expensive broadcast advertisements.27

Google’s method of generating and selling advertisement placement 
is brilliant. It uses an unusual auction system that ensures bidders do 
not overpay for their winning bids. The bidding occurs dynamically and 
instantly on the initiation of any search. The results—the order in which 
ad links get placed on the results page—are determined by a number of 
factors, including the preferences and Web habits of the individual user 
or population of users in the general area (thus allowing local results 
to show up). Google does not charge the winning bidder the amount it 
bid, but instead the amount of the second-place bid, so that bidders need 
not fear placing a needlessly high “sucker” bid; it thereby helps small 
fi rms compete with large ones. And earning the top place in a search 
for a term like “shoes” or “cars” is in part determined by the “quality” 
of the bidder’s Web page as well as the amount of the bid. In other 
words, Google ensures that fi rms bidding on terms such as “shoes” and 
“cars” actually offer shoes and cars. Thus customers do not fall victim to 
“bait-and-switch” tactics and lose trust in Google’s advertisements. This 
system not only enhances consumer satisfaction with Google’s service 
but also, as I state above, helps keep the Web clean. If a fi rm’s site does 
not say what it means and mean what it says, or if it installs malicious 
code onto users’ computers, or if it is just ugly and complicated, Google 
will not reward that site with revenue, no matter how high the bid. This 
system has generally kept fi rms happy, consumers happy, and Google’s 
stockholders very happy.28

Google has not abused its market position in online advertising in any 
obvious way. It has, however, kept raising the minimum bid levels for 
many popular search terms. Although Google’s contextual advertising 
and instant auctions often serve the interests of small fi rms, its freedom 
to set such rates at any level it desires allows it to crowd out some of 
the small fi rms that have grown to depend on Google for their most 
valuable advertising outlets—including small fi rms that are Google’s 
potential competitors. That’s mean, but it’s not illegal. If Google’s adver-
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tising dominance and revenues are a legal problem at all, it’s because of 
a touchy issue called cross-subsidization.

Google can use its prominence in people’s lives—the network effect—
and its surplus revenues to support its other ventures—its online docu-
ment business, for example, which is likely to lose trivial money for the 
company. This process is not yet a direct threat to Microsoft, which can 
withstand a few thousand customers sneaking off to the “cloud” instead 
of using Word on their own laptops. But it poses a serious threat to small, 
creative companies that offer Web-based word processors, such as Zoho, 
Thinkfree, Writely, and Ajaxwrite.

When I asked the New Yorker writer Susan Orlean why she uses 
Google Docs to compose her work, she replied that she found the cloud 
comforting. “I was starting a new book, working on two or three differ-
ent computers, and fi nding it maddening to have different versions of 
work on each one, trying to remember which was the latest, etc.,” Orlean 
wrote to me. “I happened to look at Google Docs and realized it would 
keep the work synced on all computers, so I thought I would give it 
a try. I also liked that it was so simple and clean—more like a piece 
of typing paper than a fancy program.” When I asked her if she con-
sidered using Zoho, which is a superior service, she responded, “No, 
I haven’t, and I trusted Google Docs because I fi gured it would be 
around for a long time, where smaller services might disappear (along 
with my documents).”29

If Google uses its profi table ventures to subsidize those activities 
destined to lose money, and if that practice kills off innovative poten-
tial competitors like Zoho, Google has crossed the line into shaky legal 
territory. This is essentially what Microsoft did in the 1990s when it 
used its dominance in desktop software to subsidize and promote its 
Internet Explorer Web browser. Microsoft managed to kill off several 
innovative competitors, including Netscape, the original commercial 
browser. The only remaining major competitors for Explorer were 
Apple’s Safari (also subsidized by Apple’s profi table ventures) and 
Firefox, an open-source product released by the Mozilla Foundation. 
Explorer was for a long time the default browser on more than 70
percent of the computers in the world.30 Although it has been displaced 
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by Firefox in recent years, Explorer is still installed along with Microsoft 
Windows, the operating system of choice for more than 90 percent of 
the world’s personal computers.

Competition, both fair and unfair, is but one point of friction between 
Google and other powerful interests. Increasingly, Google is the target 
of attacks from fi rms that provide content to the Web, largely because 
they are failing to make much money from the Web and Google makes 
so much.

THE FREE RIDE

Whenever we write blog entries, post reviews of products, upload 
photos, or make short videos for viewing by anyone who is using the 
Web, Google fi nds them. And it copies whatever it fi nds. All search 
engines must make a “cache” copy of material they fi nd so that their 
computers can conduct a search. Then, when others search for content 
relating to their search queries, Google places revenue-generating adver-
tisements on the margins of the search results through its Ad Words 
auction program, described above. In a sense, we could say Google is 
taking a free ride on the creative content of billions of content creators. 
But the ride is not free at all. Even though we don’t ever negotiate terms 
of a contract, we essentially agree (by not opting out or actively disagree-
ing) that search engines may copy our content and make money from the 
process of judging, ranking, and connecting people to it in exchange for 
the privilege of our content being found. After all, why would we put 
content up on the Web if we did not want people to fi nd it? And clearly, 
opting out of all search engines (there is no simple way to opt out of one 
or two search engines but not others) is infeasible. So although we get a 
pretty good deal out of the relationship, it is hardly a fairly negotiated 
arrangement. But we have little to complain about. Google invests bil-
lions in its techniques and technologies to make the Web a reasonable 
and navigable place. So if we are in the business of trying to get people 
to notice our work on the Web, we should probably be grateful that 
Google treats us as well as it does.
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Besides, what is so free about a free ride anyway? In basic economic 
terms, a free rider consumes more than a fair share of limited resources 
or shoulders too little of the cost of a product or service.31 Economists 
consider free riders a problem because their presence can lead to under-
production or excessive use of a public resource. If most people in 
the United Kingdom pay their television tax for over-the-air broadcast-
ing, but a few watch without paying the tax, then the norm of paying 
for the tax could break down, and more people might be encour-
aged to be scoffl aws. If too many people jump the turnstiles on the 
Lisbon underground, then too few fare payers will bear the burden of 
supporting the service. If free riding becomes the norm, the entire system 
could break down. If a labor union succeeds in securing a wage hike or 
benefi t for all the employees of a fi rm, but some employees refuse to 
join the union and pay dues, they are riding for free on the efforts of 
the union.32

Another way of looking at a free rider problem, dealing with private 
fi rm behavior rather than unions, public goods, or public resources, is the 
argument that when fi rms provide services to the public that add to costs 
(such as a telephone help line), yet retailers sell the item below the sug-
gested retail price, the manufacturer fails to benefi t from providing the 
service while incurring the entire cost. This argument led to the legaliza-
tion of the practice of letting manufacturers establish minimum prices for 
their products, even if such restrictions kept prices artifi cially high and 
limited competition. We see these arguments employed today in efforts 
by manufacturers such as book publishers trying to keep Amazon from 
offering or advertising extremely low prices for their goods.33

So what does Google have to do with any of this? Not as much as 
some would assume. Our lives are full of goods and services that are 
built to enhance the value of other goods and services. Other goods we 
buy are generic replacements for parts of other goods, such as lightbulbs, 
universal remote controls for televisions, or replacement batteries for 
automobiles. In many of the cases in which Google has been accused of 
riding for free on the investment of others, Google is in fact just offering 
a cheaper and more effective replacement for part of the original service. 
But because of the state-granted monopoly that we call copyright, the 
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role Google plays in the information world is nowhere as simple as the 
role that cheap lightbulbs play in the electric appliance economy.

Although no court has taken the argument seriously enough to endan-
ger Google’s core business, a growing number of fi rms have started 
voicing complaints that Google rides for free on the creative work and 
investment of others. This argument seems futile for a number of reasons, 
not least of which is the fact that Google has strong legal grounds (at 
least within the United States) to do just about everything it does with 
online content (but not, as I show later, with stuff that resides in the 
real world). One landmark U.S. case in search-engine law in 2003 set a 
good precedent that search engines could—in fact must—make copies of 
others’ work to ensure that the Web functions well for everyone.34 And 
the American copyright concept of fair use generally protects anyone 
who wishes to copy and distribute small portions of copyrighted works 
as long as the purpose of the distribution fulfi lls some role that enhances 
the public good, such as education, informing the public about current 
events or debates, or creating highly transformative work out of the raw 
materials of existing expressions. So when Google scans someone else’s 
site, it can feel confi dent in its practice of excerpting a small slice of 
descriptive text from the site to help users decide whether it is relevant 
to their search.35

The story is quite different in much of Europe. In 2007 a Belgian news-
paper trade organization won a suit against Google for incorporating 
its clients’ content in searches on Google News. Because Europe does 
not have a fl exible fair-use provision in its copyright laws, European 
courts consider different and much more clearly defi ned factors when 
determining whether a party has infringed on the rights of another. Since 
that time, Google has entered into partnerships with some European 
news organizations, essentially giving them preferential treatment over 
American sources that have the crude option of being searchable or not 
by the major Google services.36

None of these arrangements have stopped media from complaining. 
The media baron Rupert Murdoch has blustered about Google’s ability 
to monetize the Web in general and Murdoch’s News Corporation in 
particular. “Should we be allowing Google to steal all our copyrights?” 
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Murdoch said in April 2009.37 In a speech in June 2009, the Wall Street 
Journal’s publisher, Les Hinton, proclaimed, “There is a charitable view of 
the history of Google. [It] didn’t actually begin life in a cave as a digital 
vampire per se. The charitable view of Google is that the news business 
itself fed Google’s taste for this kind of blood.” Hinton went on to com-
plain that the news business had made a mistake by offering its content 
for free over the Web, and thus “gave Google’s fangs a great place to 
bite. We will never know what might have happened had newspapers 
taken a different approach.”38 And Robert Thomson, the editor in chief 
of the Wall Street Journal, went even farther by comparing Google to a 
tapeworm. “There is a collective consciousness among content creators 
that they are bearing the costs and that others are reaping some of the 
revenues—inevitably that profound contradiction will be a catalyst for 
action and the moment is nigh,” he told an Australian newspaper in 
April 2009. “There is no doubt that certain websites are best described 
as parasites or tech tapeworms in the intestines of the Internet.”39

By the autumn of 2009, Murdoch had grown so alarmed at the decline 
in advertising revenues of his publications and the continued growth 
of Google’s revenue even during a crippling global recession that he 
threatened to block Google from scanning stories from his prize proper-
ties, the Sun, the Times of London, and the Wall Street Journal, and begin 
charging for access to all of News Corporation’s online content. By early 
2010 he had done none of those things. But his anger and accusations of 
free riding set the tone for debates over the relationship between Google 
and news sources.40

Google has some simple rejoinders to the complaints of Murdoch 
and others in the journalism fi eld. First and foremost, Google drives 
traffi c to quality sites, although the amount of that traffi c is a matter of 
some dispute. The Wall Street Journal is a quality site. Its readers, and 
Web readers in general, have approved of its content by linking to its 
articles despite the fact that they have always sat behind a paywall, 
largely inaccessible to those without a subscription to the paper. Second, 
the fact that Google makes ad revenue off search results for a subject does 
not necessarily undermine the value of the site itself on the advertising 
market. There is no zero-sum game going on here. Although it’s true 
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that Google presents a potentially cheaper and more effective way for 
fi rms to purchase advertising space, that is true regardless of whether 
Google includes news results in its general searches (Google does not 
place ads on the Google News front page but does so on the fi rst page 
of search results). In the meantime, Google offi cials have been working 
with news organizations to fi gure out ways to generate new interfaces 
that would privilege “mainstream” content over the noise generated by 
blogs and aggregation sites such as Huffi ngton Post.41

It is these secondary sites, not Google News or Google Web Search, 
that pose the real problem for news organizations, and potentially for 
Google. Many blogs reuse material from mainstream commercial sites, 
often copying most or all of the text of a news article in a blog post. And 
many blogs generate revenue through a different Google advertising 
placement service, AdSense (which is distinct from AdWords, described 
above). This service allows bloggers and other Web publishers to earn 
money from click-through ads placed on their sites by Google. Google 
takes the context of the content on the site into account when placing 
ads. So a blogger who has ridden for free on content from the Wall Street 
Journal could profi t from readers who chose to read the story on the blog 
instead of the Journal’s website and clicked an ad on the blog page.42

If there is any substantial free riding on news content going on in the 
Google universe, it is through these aggregators and Google AdSense. 
Still, that seems a trivial problem compared to those that the American 
and European journalism industries have been facing since the global 
recession started in 2007.43

If Murdoch has a valid point at all in his complaints about Google, 
it is a minor one. The process of scanning a news site to pick a story to 
read exposes readers to advertisements. A particular news story might 
interest the reader and solicit a click. A particular advertisement might 
do the same. There is a chance that no stories and no advertisements 
would warrant a click. But at least if a reader is viewing the offi cial site 
of a news organization, that organization has a chance to profi t from 
that reader’s attention and curiosity. If we assume that most readers 
ignore most news stories, then the rare and selective clicks from Google 
Web Search or Google News to a specifi c story on a news site are worth 
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something to the reader, but possibly less than the scanning time that 
the reader spent on Google. Murdoch assumes that if Google did not 
offer links to news content, then readers hungry for his company’s work 
would spend more time on offi cial sites, giving those sites a better chance 
to attract a click on an advertisement. Whether this assumption is correct 
is an empirical question that no one has fully explored. In the meantime, 
this battle remains one of bluster and legal technicalities. Murdoch 
believes the world works one way. Google believes the world works 
another way. Murdoch is losing money. Google is making money. There 
is not much chance that under current conditions we will be able to 
design a system that supplies citizens with the knowledge they seek, 
consumers with the content they desire, and fi rms with the revenue 
they need. The intransigence and arrogance of the parties involved do 
not help.

In the meantime, and contrary to its Murdoch-inspired public image 
as an insurgent force against mainstream news, Google has been working 
furiously on a system that would combine the effi ciency of news search 
with the depth and professional quality of serious journalism. The 
company has a team of engineers working with major news organiza-
tions such as the Washington Post, the New York Times, and the Associ-
ated Press to experiment with better ways to present serious journalism 
coherently and systematically, so that quality journalism does not get 
buried among the detritus of a million shoddy Web pages that share 
search terms. Google is essentially bending its news-search and indexing 
services to favor established, commercial sources in hopes of keeping 
the Web fi lled with quality content. What’s good for the Web, after all, 
is good for Google. So clearly, Google’s future role in the journalism 
industry will be far more complex—and perhaps more positive—than 
Murdoch’s shallow accusations of free riding would indicate.44

Viacom is the most notorious accuser of Google as a free rider. 
The video production company, which owns MTV, Nickelodeon, and 
Comedy Central, among many other major video services, objected to 
the fact that millions of fans of its programs had the habit of taking 
bits of those shows and putting them up on YouTube. Digital copyright 
law in the United States is clear on these matters: the service provider 
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has no legal obligation to block copyrighted content from appearing on 
the Internet if it’s put there by a user, a third party. An Internet service 
provider is simply required to remove the content on receiving a notice 
of its existence. That way, providers don’t have to spend resources ineffi -
ciently fi ltering and blocking the actions of their users. Congress decided 
to insulate them from liability for the damage that their users do, much 
as phone companies cannot be held responsible for crimes planned or 
executed using the phone. So the burden of enforcement, according to 
a law that Viacom helped write back in 1998, rests on the copyright 
owner to defend its own interests. Viacom no longer likes this policy, 
as the burden of scrubbing YouTube of Viacom content quickly became 
expensive. So in 2007 Viacom fi led suit against Google asking for $1
billion in damages. In early 2010 Google prevailed in a court ruling. So 
for now, Google and other Internet companies may be secure in the belief 
that they are not responsible for the copyright infringement their users 
might commit within the United States.45

The political signifi cance of the case is clear, regardless of Google’s 
victory in court: even though YouTube itself loses money, Google overall 
makes money. Therefore, Google is a source of Viacom’s anxiety. Google 
does, in fact, try to police the content of YouTube, even though the law 
does not require it to do so. In fact, Google regulates YouTube more 
heavily than it regulates the Web in general, largely because of the more 
immediate threats to its reputation and the potential to offend millions 
of users with violent, hateful, or sexually frank videos.

YOUTUBE TROUBLE

Since about 2002, every segment of the traditional media industries has 
apparently been losing money—or at least making less money than 
before. Yet Google has succeeded spectacularly. This fact has gener-
ated a signifi cant sense of envy among media industry leaders and has 
led to many outbursts and frictions. Interestingly, Google’s power over 
the media phenomenon of the fi rst decade of the twenty-fi rst century—
YouTube—has challenged many of the core beliefs and values of 
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Google itself. If the stakes are high for governing the Web in general—
a mostly textual collection of pages that are hosted beyond Google’s 
control—they are enormous for running the most important source of 
visual entertainment and information in the world. YouTube is where 
politics and culture happen online. Video is uploaded at a rate of ten 
hours of content per minute and consumed at a rate of 200 million videos 
per day worldwide.46 YouTube videos produced by Barack Obama’s sup-
porters generated more passion and interest than his offi cial election 
campaign. YouTube is where global terrorists try to recruit followers 
and boast of their gruesome actions. It’s where serious academic 
lectures and goofy home videos intermingle. It’s where dogs ride skate-
boards. And while you and I create and donate the content, Google hosts 
it on its servers and acts as publisher of all this potentially litigious and 
controversial material.

Ever since Google purchased YouTube in 2006, when the video 
service was just over a year old and already a major sensation on the 
Web, YouTube has changed Google, and Google has changed YouTube. 
YouTube has become the central battlefi eld in the struggle to defi ne the 
terms and norms of digital communication. YouTube is where Google 
most clearly governs, and not always gently. As YouTube grows in 
cultural and political importance every week, we hear more stories of 
important video clips coming down. It’s understandable when YouTube 
removes a clip after a music or fi lm company sends a “notice and take-
down” letter to YouTube complaining that a user-posted video contains 
its copyrighted material and thus possibly infringes on copyright, but 
when someone demands the removal of clips simply because of their 
political content, that’s a different problem. Here is an example in which 
copyright acts as an instrument of political censorship: U.S. representa-
tive Heather Wilson (R-New Mexico) was running for reelection in a 
close race in 2006. Back in the mid-1990s, she chaired the New Mexico 
Department of Children, Youth, and Families. Her husband was being 
investigated about accusations that he had been sexually involved with 
a minor, and one of the fi rst things she did as head of the department 
was remove his fi le. Soon, however, people across New Mexico found 
out about the cover-up. A political blogger in New Mexico posted on 
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YouTube a news clip of Wilson and others discussing it. But New Mexico 
voters could not view the clip for long: the TV station invoked the “notice 
and takedown” provisions of the Digital Millennium Copyright Act to 
require YouTube to remove the video clip. Any of my media studies 
students could explain why posting a news clip of a public offi cial under 
scrutiny and up for reelection is considered fair use under U.S. copy-
right law: it constitutes an allowable use of copyrighted material for 
the purpose of news and commentary. But when it comes to the 
Web, the copyright act respects fair use only as an afterthought, long 
after the provider has removed the content. The clip came down, and 
Wilson was reelected.47

In another blatantly political example, the radical right-wing American 
columnist Michelle Malkin posted a video of a slideshow she had spliced 
together showing the consequences of violence by Muslim extremists. 
For some reason, the editors at YouTube judged it inappropriate. When 
Malkin asked YouTube offi cials to explain the their reasoning, especially 
in light of the fact that YouTube is full of clips that seem to glorify 
violence against American troops, she got no response. Malkin started 
a conservative YouTube group to protest the removal, and soon that
group was fl agged by users who dislike Malkin’s politics for having 
“inappropriate” content.

The Malkin story is troubling and revealing on a number of levels. One 
of the clever things about YouTube is that it uses its members to police its 
content. Thus a virtual community could, in theory, enforce something 
like community norms. However, YouTube has no mechanism to estab-
lish what those standards or norms should be, and reaching a consensus 
among billions of viewers would be impossible. So YouTube employ-
ees make these decisions internally to minimize controversy. Current 
YouTube policies make sure that sexually explicit content rarely comes 
up in a YouTube search, and that’s nice: YouTube is one of the few places 
on the Web where you can be confi dent that people won’t appear naked 
uninvited on your computer screen. But such broad policies effectively 
invite fl ame wars and fl ag wars, in which competing political activists 
fl ag the other sides’ videos as inappropriate. That is what seems to have 
happened in the Malkin controversy.
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I watched Malkin’s video on a competing site. It’s pretty dumb and 
simplistic, consisting merely of images of victims of violent extremists, 
spliced with some of the controversial Danish cartoons of Mohammed. 
If all dumb and simplistic material were considered inappropriate for 
YouTube, far fewer videos would be posted there. In her writing, Malkin 
recklessly associates the deeds of a handful of marginal, murderous thugs 
with the sincere and humane faith of more than a billion followers. She 
spreads bigotry on her blog (to which Google’s Web Search links) and her 
books (which Google offers on Google Books). But that does not mean 
that this particular video is bigoted: it’s not. But because it’s by Malkin, 
it’s a target. Author-based rather than content-based editing is bad policy. 
The Web should always be the sort of place where you can fi nd troubling 
and challenging material. It should accommodate stuff too controversial 
for the mainstream media. Because YouTube is a commercial enterprise, 
it has no obligation to present everything or to protect anything. But as 
it folds itself into the pervasive entity known as Google—which increas-
ingly fi lters the Web for us—we need to fi nd ways to pressure it to be 
more inclusive and less sensitive.48

MARKET FAILURES AND PUBLIC FAILURES

Google walked into its regulatory role out of opportunity and necessity. 
The Internet in the late twentieth century was too global, too messy, 
and too gestational to justify national or international regulation.49 Some 
illiberal states, such as the People’s Republic of China, chose to step in 
and aggressively perform those regulatory duties either through direct 
action or through proxies in the quasi-private sector.50

In the more liberal world of the United States and—to a lesser extent—
Europe, a presumption that market forces can best solve problems and 
build structures so dominated political debate from about 1981 onward 
that even considering the possibility of state involvement in something 
so delicate and new as the Internet was implausible.51 After the recent 
collapse of the corrupt and disastrous command-and-control economies 
of Eastern Europe, it was diffi cult to propose a way of doing things 
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that fell between the poles of triumphant market fundamentalism and 
incompetent, overbearing state control. Of course the market had sur-
vived and thrived. There seemed to be no other mechanism that could 
deliver positive results to a diverse, connected world.52 The notion of 
gentle, creative state involvement to guide processes toward the public 
good was impossible to imagine, let alone propose.

This vision was known as neoliberalism. Although Ronald Reagan and 
Margaret Thatcher championed it, Bill Clinton and Tony Blair mastered 
it. It had its roots in two prominent ideologies: techno-fundamentalism, 
an optimistic belief in the power of technology to solve problems (which 
I describe fully in chapter 3), and market fundamentalism, the notion 
that most problems are better (at least more effi ciently) solved by the 
actions of private parties rather than by state oversight or investment.53

And it was not just a British and American concept. It was deployed 
from Hong Kong to Singapore, Chile, and Estonia.54 Neoliberalism went 
beyond simple libertarianism. There was, and is, substantial state subsidy 
and support for fi rms that promulgated the neoliberal model and sup-
ported its political champions. But in the end the private sector calls the 
shots and apportions (or hoards) resources, as the instruments once 
used to rein in the excesses of fi rms have been systematically disman-
tled.55 Neoliberalism may have had its purest champions in the last 
two decades of the twentieth century. But it’s still with us, and harming 
us, today.56

Our dependence on Google is the result of an elaborate political fraud, 
but it is far from the most pernicious result of that fraud. Google has 
deftly capitalized on a thirty-year tradition of “public failure,” chiefl y 
in the United States but in much of the rest of the world as well. Public 
failure is the mirror image of market failure. Markets fail when they 
can’t organize to supply an essential public good, such as education, 
or have no incentive to prevent a clear harm to the public, such as pol-
lution. Market failure is the chief justifi cation for public intervention.57

For instance, market actors don’t envision suffi cient fi nancial returns to 
justify investing in the production of children’s educational television, 
folk festivals, or opera. If a society wishes to enjoy the benefi ts of such 
productions, then it must subsidize them with public funds. The U.S. 
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government justifi ed the creation of the Corporation for Public Broad-
casting in 1967 to correct for precisely these market failures.58

Public failure, in contrast, occurs when instruments of the state cannot 
satisfy public needs and deliver services effectively. This failure occurs 
not necessarily because the state is the inappropriate agent to solve a par-
ticular problem (although there are plenty of areas in which state service 
is ineffi cient and counterproductive); it may occur when the public 
sector has been intentionally dismantled, degraded, or underfunded, 
while expectations for its performance remain high. Examples of public 
failures in the United States include military operations, prisons, health-
care coverage, and schooling. The public institutions that were supposed 
to provide these services were prevented from doing so. Private actors 
fi lled the vacuum, often failing spectacularly as well and costing the 
public more than the institutions they displaced. In such circumstances, 
the failure of public institutions gives rise to the circular logic that domi-
nates political debate. Public institutions can fail; public institutions need 
tax revenue; therefore we must reduce the support for public institutions. 
The resulting failures then supply more anecdotes supporting the view 
that public institutions fail by design rather than by political choice.

The most lucid example of public failure in recent years involves the 
role of private fi rms in the relief efforts after Hurricane Katrina hit the 
southern coast of the United States in 2005. After the hurricane wiped 
out large sections of New Orleans and much of coastal Louisiana and 
Mississippi, state and federal relief efforts were slow and ineffective. 
Offi cials had not planned for massive evacuations and medical relief, 
despite ample warnings. In addition, poor engineering and mainte-
nance and years of general underfunding and neglect had left much 
of New Orleans vulnerable to breeches in the essential levees intended 
to protect the city from high water. Under President Bill Clinton in the 
1990s, the Federal Emergency Management Agency (FEMA) director-
ship had been raised to a cabinet-level position and had been held by 
an acknowledged expert in disaster management. Every major disas-
ter in those years was handled deftly. Once President George W. Bush 
assumed control, he appointed as head of the agency former campaign 
staffers who had no training or experience in disaster relief. In addition, 
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Bush moved FEMA out of the cabinet and into another new agency, 
the Department of Homeland Security. The failures of FEMA to help 
people stranded and left homeless are well documented and deeply 
troubling. Ultimately, 1,836 people lost their lives in the hurricane and 
subsequent fl oods. More than 60,000 people were stranded in New 
Orleans during the fl ooding. Bush publicly commended the direc-
tor of FEMA for the job he was doing, even in the face of his obvious 
ineptitude. The public sector failed, and it failed by design.59

In contrast, the American department store company Walmart 
managed to use its wealth, inventory, distribution networks, and logis-
tical expertise to deliver water and supplies where FEMA could not.60

The American private sector in general greatly assisted many thousands 
of people by donating labor and funds to the relief and reconstruction 
effort, even though these efforts were often poorly coordinated. As a 
result, market fundamentalists used the designed failure of the public 
sector to argue that it should be structured to do less in future emer-
gencies.61 Such arguments occur in other areas of public policy as well, 
as citizens in the United States witnessed during the efforts to pass an 
economic stimulus package and comprehensive health-care reform leg-
islation in 2009. The very hint of government involvement was enough 
to disrupt rational debate over policy.

Public failure has had two perverse effects on politics and policy. 
First, it has corroded faith in state institutions, effectively precluding 
arguments for their extension or preservation (in the United States, 
anyway). For example, President Barack Obama apparently considered 
that proposing a Canadian-style, single-payer health-care system would 
be completely unpalatable to the American public and powerful health-
care interests. So he quickly and publicly dismissed the idea early in 
2009, reversing years of endorsing such a system’s proven success in 
Canada and many other places.62 In the United States any suggestion of 
regulation or public investment must be couched in the language of the 
market if it is to be taken seriously.

The second pernicious result of public failure is the rise of assertions 
of “corporate responsibility.” As the state has retreated from responsibil-
ity to protect common resources, ensure access to opportunities, enforce 
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worker and environmental protection, and provide for the health and 
general welfare of citizens, private actors have rushed in to claim the 
moral high ground in the marketplace. So, for instance, instead of insist-
ing that farms grow safe food under environmentally sound conditions, 
we satisfy our guilt and concerns by patronizing stores like Whole Foods 
and celebrating the wide availability of organic products. Thus food that 
keeps people healthy and the earth livable remains available only to the 
well informed and affl uent.

Because market fundamentalism declares that consumers have 
“choice” in the market, doing little or no harm becomes just another 
tactic by which vendors exploit a niche market. Consumers have 
become depoliticized, unable to see that personal choices to buy Tim-
berland shoes (not made in sweatshops by children) and Body Shop 
cosmetics (not tested on animals) make no difference at all to the children 
and animals that suffer supplying the bulk of similar, less sensitively 
manufactured products to the vast majority of the world’s consumers. 
Feeling good about our own choices is enough. And instead of orga-
nizing, lobbying, and campaigning for better rules and regulations to 
ensure safe toys and cars for people everywhere, we rely on expressions 
of disgruntlement as a weak proxy for real political action. Starting or 
joining a Facebook protest group suffi ces for many as political action.

Since the 1980s, fi rms in the United States and Western Europe have 
found it useful to represent themselves as socially responsible. As states 
have retreated from their roles as protectors of the commons and mitiga-
tors of market failures, fi rms have found that trumpeting certain poli-
cies and positions puts them at an advantage in competitive markets, 
especially for consumer goods and services.63

The problem, however, is that corporate responsibility is toothless. 
Corporations do—and should do—what is in the interests of their 
shareholders, and nothing more.64 We become aware of the voluntary 
benevolence of certain fi rms only when it is in their interest to make 
that benevolence known.

The principal reason why the idea of corporate responsibility appeals 
to us is that for thirty years, we have retreated from any sense of public
responsibility—any willingness to talk about, identify, and pursue the 
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public good. In the absence of the political will to employ state power to 
push all fi rms toward responsible behavior, the purported responsibil-
ity of one fi rm is quickly neutralized by the irresponsibility of the rest. 
Because we have failed at politics, we now rely on marketing to make 
our world better. That reliance is the height of collective civic irrespon-
sibility. It’s a meaningless pose.

Google has taken advantage of both of these externalities. It has 
stepped into voids better fi lled by the public sector, which can forge 
consensus and protect long-term public interests instead of immediate 
commercial interests. The Google Books project, as I show in chapter 
5, is the best example of this tendency. Google has used such under-
takings to its advantage by generating a tremendous amount of good-
will and pushing a strong ethic of corporate responsibility. This in turn 
retards efforts to propose even mild and modest regulations on the fi rm 
to protect users’ privacy and ensure competition in the Web advertis-
ing world. After all, if you can’t trust Google to do something well and 
ethically, whom can you trust?65

WHO’S REGULATING WHOM?

The ways we talk about markets and regulation have become impover-
ished in recent decades. In June 2009, the radio journalist Brian Lehrer 
asked Eric Schmidt about the potential for the regulation of Google. “I 
use Google all day every day like a lot of people in this room,” Lehrer 
said to Schmidt after Schmidt had given a talk at the 2009 Aspen Ideas 
Festival. “But is there ever a point at which Google becomes so big that 
it’s kind of scary and needs to be regulated as a public utility?” The 
room fi lled with laughter before Schmidt could respond. So Lehrer, a 
knowledgeable and experienced interviewer continued: “We kind of 
reached that with Microsoft in the ‘90s, some of the same discussions. 
When you’re aggregating all of the contents of books, when Google 
News is the place that people go for news content instead of the sites—
New York Times and everything else that you are aggregating—and 
you know some in traditional media are upset with you for that. 
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Seriously, literally, is there a point where you need to be regulated as 
a public utility?”

“You’ll be surprised that my answer is no,” Schmidt responded. 
“Would you prefer to have the government running innovative compa-
nies or would you rather have the private sector running them? There 
are models and there are countries where in fact the government does 
try to do that, and I think the American model works better.”

Lehrer interjected: “But Eric, if I could jump in, I would expect a more 
sophisticated answer from you. As we saw with the banks, it’s not a 
question of Soviet-style communism or free-market capitalism. Banks 
needed smart regulation that they didn’t have—as I think you were just 
saying. Is it possible that information is in the same boat?”

Schmidt started again:

Well, again. My answer would be no. Perhaps I should expand on 
my answer: Google plays an important role in information. And the 
reason you are asking that question is because information is important 
to all of us. We run Google based on a set of values and principles. 
And we work very, very hard to make sure people know what they 
are. . . . Companies are defi ned by the values that they were founded 
with and that they operate with today. So if you are concerned about 
the need for regulation of Google’s role, part of my answer would 
be that—independent of my leadership and the founders’ leadership 
and so forth, the company’s formed in a certain way. A thing that 
you should be worried about is that a combination of special interests 
plus unintended regulation could in fact prevent the kind of consumer 
benefi ts that we push so hard to do. Part of the other pushback that I 
would offer is that the things that we do are available to others. . . . We 
haven’t largely prevented people from doing their own thing.66

Of course Google is regulated, and Schmidt knows it. Google spends 
millions of dollars every year ensuring it adheres to copyright, patent, 
antitrust, fi nancial disclosure, and national security regulations. Google 
is promoting stronger regulations to keep the Internet “neutral,” so 
that Internet service providers such as telecommunication companies 
cannot extort payments to deliver particular content at a more profi t-
able rate. But we have become so allergic to the notion of regulation 
that we assume brilliant companies just arise because of the boldness 
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and vision of investors and the talents of inventors. We actually think 
there is such a thing as a free market, and that we can liberate private 
fi rms and people from government infl uence. We forget that every 
modern corporation—especially every Internet business—was built on 
or with public resources. And every party that does business conforms 
to obvious policy restrictions. But Schmidt, who understands the state of 
political rhetoric in the United States, knew how to tease laughter out of 
the audience, and he understood that positing “regulation” as a choice 
of oppression over freedom would resonate.

Schmidt also knew that his best rejoinder to concerns about Google’s 
enormous power was to remind people of Google’s internal code of 
ethical conduct: “Don’t be evil.” Oddly, Schmidt asserts, without evi-
dence or explanation, that this ethic would survive at the company 
regardless of who ran it and how far into the future we might look. Like 
so much else about Google’s public image, this is a matter of faith. Last, 
Schmidt asserted that Google was careful to avoid locking in content or 
locking out competition through computer code or restrictive contracts: 
in other words, it does not behave like Microsoft. If market entry is open 
de jure, on paper, then that should satisfy doubters, Schmidt argued. 
It is easy to elide the fact that real competition in many of Google’s 
successful areas of business such as search and advertising is almost 
impossible to imagine.

So if we push past the idealistic rhetoric of Google’s offi cials, we can 
see that the proper question is whether Google—or the knowledge eco-
system in general—is appropriately regulated. In some areas, Google 
might be regulated too lightly. In others, it might be overly or improp-
erly regulated. There is no general notion of regulation that can apply 
to such a complex company involved in so many different areas of life 
and commerce. Sadly, we seem incapable of holding a reasonable debate 
on this topic because raising the question seems to violate the current 
standards of polite political discourse.

Google’s ventures can be arranged into three large categories of 
responsibility. By that I mean that Google has at least three ways of 
hosting content, each of which grants the company a different level 
of control over the content. Each category of responsibility demands a 
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different level of regulation. The fi rst category is what I call “scan and 
link.” Google Web Search is the best example of this. Google does not 
host the relevant content. Content sits on servers around the world run 
and owned by others. Google merely sends its spiders (a small program 
that “crawls” around the Internet, following hyperlinks from one fi le 
to another) out to fi nd and copy the content onto its own servers so 
that it can supply links to the original content via Web Search. In this 
case, Google bears minimal responsibility for the content. If it links to 
illegal or controversial material, Google may remove the link, as in the 
standard “notice and takedown” process that governs much behavior 
on the Web, including copyright infringement in many places. In most 
areas of U.S. law, search companies are generally not held liable for the 
existence of the content on some third-party server. But in most other 
countries, including those in Western Europe, search engines are held 
at least minimally responsible for the links they provide. In France and 
Germany, for instance, Google must actively block anti-Semitic and other 
hate-fi lled sites. In less liberal countries such as Egypt, India, and Thai-
land, Google actively removes links to content that offends the state. But 
generally, Google has little responsibility for content hosted by others, 
and thus its search activities demand the lightest level of regulation.

The second category is what I call “host and serve.” Blogger and 
YouTube are the best examples of this. In these cases, Google invites 
users to create and upload content to Google’s own servers. As in the 
Viacom case, Google certainly bears some responsibility for the nature 
of the content it holds on its own servers. In February 2010 a court in 
Italy convicted three Google executives of failing to remove an offensive 
video that showed an autistic teenager being bullied by rowdy youths. 
Despite hundreds of comments on the page objecting to the content, 
Google was not made aware of its existence until two months after its 
posting, when Italian police requested its removal. Google has tried to 
argue that it should be held to the same level of responsibility for this 
content that it would have for a link to a third-party site. And there was 
much confusion in European law over what constitutes “notice.” In early 
2010 an Italian judge ruled in a manner out of step with most European 
understandings of how notice and regulation should work in matters 
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of privacy violations. Relying on bizarre reasoning, Judge Oscar Magi 
concluded that Google’s position as a profi t-making venture limited 
its exemption from liability. Nonetheless, it’s clear that in situations in 
which Google solicits and hosts content—as with YouTube—it bears a 
higher level of responsibility and is likely to attract more litigation and 
regulation as a result.67

The areas in which Google has faced the strongest protest world-
wide just happen to be those ventures in which Google has the greatest 
responsibility for content, what I call “scan and serve.” In these activities, 
Google scours the real world, renders real things into digital form, and 
offers them as part of the Google experience. The two best examples 
are Google Books, which has generated objections and lawsuits from 
authors and publishers around the world, and Google Street View, 
which has sparked actual street protests and government actions. In 
Street View, Google staff take cameras out around the globe to capture 
images of specifi c locations that can be used to enhance Google’s ser-
vices, such as its map feature. In doing so, Google’s cameras also capture 
images of individuals and their property. In this case, Google bears great 
responsibility for creating the digital content as well as hosting and deliv-
ering it to Web users. And thus these actions justify the highest level of 
regulatory scrutiny.

Although its various services thus incur differing levels of responsi-
bility, Google insists on being regulated at the lowest level, specifying 
a one-size-fi ts-all prescription to regulate its complex interactions with 
real human beings and their diverse needs. In response to every single 
complaint about its behavior, Google offi cials answer that they are happy 
to take down offensive or troublesome content if someone merely takes 
the initiative to inform the company. It does not want to be held respon-
sible for policing its own collections, even those collections that would 
not exist at all if Google did not aggregate or create them. Through its 
remarkable cultural power, Google has managed to keep much regula-
tory action at bay around the world.

In fact, Google seems poised to try to mold regulations in its favor 
in several important areas. In the United States there are signs that the 
current government has established a close relationship with Google. 
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During his presidential campaign in 2008, Barack Obama made it clear 
that he has strong ties with Google’s leaders, employees, and technolo-
gies. Obama visited Google headquarters in the summer of 2004 and 
again in November 2007, when he announced his “innovation agenda.”68

Most of Obama’s campaign speeches were released on YouTube. Eric 
Schmidt endorsed Obama and traveled with him in the fall of 2008.
Once elected, Obama’s transition team continued to use YouTube as its 
video platform of choice for reaching a broad audience. This relation-
ship raised many questions and criticisms by privacy and consumer 
advocates, because Obama seemed to favor the Google-sponsored 
platform over other commercial sites or open-source alternatives. All 
of this occurred just as Google came under intense scrutiny for its 
data-retention policies and the extent to which it controls the market 
in Web advertising. Having a close friend in the White House could 
make a difference if Google gets into trouble with either U.S. or 
European offi cials.69

Another troubling example occurred in the summer of 2010, when 
Google abandoned its long-standing pledge to support open, nondis-
criminatory, “neutral” digital communication networks in the United 
States. In July, the U.S. Federal Communications Commission failed 
to forge a compromise between Internet companies that support a 
“neutral” Internet and telecommunications companies, such as Comcast 
and AT&T, that would like to control the speeds at which certain data 
fl ows over their segments of the networks. Google stepped in where 
regulators had stalled to forge an agreement with Verizon in hopes of 
establishing a template for policy—or at least a framework for private 
agreements among fi rms. The result was that Google continued to claim 
it stood for the public interest—and an open, “classic” Internet—while 
dealing away signifi cant control over mobile data channels and many 
future areas of growth. Signifi cantly, Google’s agreement would bar the 
FCC from making new rules governing data fl ow over networks, thus 
effectively privatizing policy.70 All of these developments speak to the 
complex and changing relationship that Google, the chief regulator of the 
Web, has with the United States government, one of the chief regulators 
of commerce around the world.
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Over and above these particular ways that Google dominates the 
nature and function of the World Wide Web, it has a greater, albeit more 
subtle governance effect.71 Mostly by example, the company manages to 
spread the “Google way” of doing things. It executes a sort of soft power 
over not just the content of the Web but also users’ expectations and 
habits when dealing with it. Google trains us to think as good Googlers, 
and it infl uences other companies to mimic or exceed the core techniques 
and values of Google. In addition, Google’s success at doing what it does 
enhances and exploits a particular ideology: techno-fundamentalism. 
This soft-power mode of governance, one that depends so heavily on the 
blind faith we place in Google, is the subject of the next three chapters.



TWO GOOGLE’S WAYS AND MEANS

FAITH IN APTITUDE AND TECHNOLOGY

The American comedian Louis C. K. tells a story that illustrates the con-
stant ratcheting up of expectations for newness, “nowness,” speed, and 
convenience. He was traveling on an airplane in early 2009, C. K. told 
the television host Conan O’Brien, when the fl ight attendant announced 
that his fl ight offered a new feature that airlines had been working to 
install for some years: in-fl ight access to the Internet. “It’s fast and I’m 
watching YouTube clips,” C. K. said. “It’s amazing. I’m on an airplane! 
Then it breaks down and they apologize that the Internet is not working. 
The guy next to me goes, ‘Pphhhhhh. This is bullshit.’ Like how quickly 
the world owes him something he knew existed only 10 seconds ago.”1

C. K.’s point is that when we become habituated to the amazing techno-
logical achievements of recent years, we forget to be thrilled and amazed. 
We lose our sense of wonder. We take brilliance for granted, and so we 
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ignore the human elements of fortitude, creativity, and intelligence that 
underlie so many tools we use every day. The dynamic of consumer 
expectations has been running at such high speeds for so many years 
that we become frustrated with devices and services (such as slow 
computer processors and Internet access) that did not even exist a few 
years ago.

This constant, insatiable hunger is sharpened by constant pressure on 
fi rms to expand markets and revenue, as well as by a widespread lack 
of historical perspective on technological change. But at its root is the 
black box of technological design. Although consumers and citizens are 
invited to be dazzled by the interface, the results, and the convenience 
of a technology, they are rarely invited in to view how it works. Because 
we cannot see inside the box, it’s diffi cult to appreciate the craft, skill, 
risk, and brilliance of devices as common as an iPod or a continuously 
variable transmission in an automobile.

This chapter examines some of the cultural assumptions that underlie 
the enthusiastic reception of Google and our willingness to trust the 
company with information about us. First, the chapter examines how 
we discovered and celebrated Google in its early years and the values 
that it built on to earn our trust. Then it explores the values that have 
characterized Google’s practices and people.

Google’s fi rst brilliant innovation was, of course, its search algorithm. 
Its second was the auction system for placing advertisements, which 
generates tremendous revenue for the company. But a close third is the 
way that Google measures us and builds its systems and services to 
indulge our desires and weaknesses. Google works for us because it 
seems to read our minds—and, in a way, it does. It guesses what you 
might want to see based on requests that you and others like you have 
already expressed. You can type a vague term into the search query 
box, not knowing exactly how to phrase your desire, and Google will 
most likely return a remarkably appropriate list of things you might 
want. Moreover, Google conditions us to accept and believe that 
that list does in fact deliver what we want. The suggestive power of 
Google Web Search, made explicit by the drop-down list of choices 
that appears when we start typing, is the magic that hooks us. In many 
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ways Google has measured and understood us better than we have 
assessed ourselves.

Google works so well, so simply, and so fast that it inspires trust and 
faith in its users. As the science fi ction writer Arthur C. Clarke famously 
wrote, “Any suffi ciently advanced technology is indistinguishable from 
magic.”2 And of course trust in magic, or suspension of disbelief, is a 
central part of the process of embracing the deifi c. That’s why so much 
of what we say and write about the experience of Google sounds vaguely 
religious. It sure looks like magic from this desk chair. I send a string of 
text out into the ether, and less than a second later the glowing screen 
in front of me offers a list of answers. It’s not quite an abundance; that 
would be overwhelming. It’s a manageable set of choices—just enough 
to give me a sense of autonomy over my next move but not too many 
to paralyze me. If I am shopping for shoes, there is little spiritual about 
the process. But if I am searching for connection, affi rmation, guidance, 
even directions, the interactions I have with this semi-intelligent system 
(and all the intelligent beings to whom it can connect) can verge on the 
spiritual. If I am seeking something meaningful, Google seems to help 
me fi nd meaning. 

If you are a lonely Muslim boy growing up in Berlin, offended by the 
spiritual poverty and sexual depravity you perceive around you, then 
Google can connect you with a community that understands. If you 
are gay young woman growing up in a suburb of Salt Lake City, Utah, 
Google could be the fi rst place you go to seek affi rmation and advice. If 
you are a commodities trader in the City of London, you might feel a rush 
of adrenaline and testosterone as you use Google to sift through business 
news and rumors. We all Google our various gods, no matter what we 
worship or how worthy those gods are of our devotion. And now we 
expect nothing less than a meaningful response. Google’s success is a 
function of our collective cultural weaknesses, and it in turn encourages 
them by ratcheting up our expectations.

As Google vice president Marissa Mayer explained during her 2008
keynote speech at a software developers’ conference, one of the most 
signifi cant things that Google discovered in its early user studies was 
that speed mattered more than anything else in generating a “posi-
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tive user experience.” This fact has driven Google to push the Internet 
industry for faster broadband service, create faster-running Web appli-
cations, and invest in an expensive, complicated, and powerful infra-
structure to conduct Google’s core activity: copying and searching the 
World Wide Web. “Users really care about speed,” Mayer told devel-
opers. “They respond to speed. As the web gets faster, as Google gets 
faster, people search more.”3 More searching yields more advertising 
links displayed, more advertising links clicked, and more revenue for 
Google’s advertising clients and Google itself. Users clearly reward the 
speed and the quality of search results.

Under the hood, Google runs an astounding set of machines and bril-
liant code. Mayer explained that every time someone types a simple 
query into the empty search box on the blank Google home page, that 
query fi res up between 700 and 1,000 separate computers in several 
huge data centers around the United States. These computers generate 
5 million search results by scanning indexes and previous search queries 
in a mere .16 seconds.4

To Google users, this amazing process is invisible. Making users wise 
to its power is not a priority of the company: quite the opposite. “It’s 
very, very complicated technology, but behind a very simple interface,” 
Mayer said. “We think that that’s the best way to do things. Our users 
don’t need to understand how complicated the technology and the 
development work that happens behind this is. What they do need to 
understand is that they can just go to a box, type what they want, and 
get answers.”5

If Google users were to understand or appreciate the scale and com-
plexity of Google’s operation, their expectations for magical results 
might be tempered, their appreciation for human work and ingenuity 
bolstered, and their abilities to use the tools enhanced. Such changes 
would not benefi t Google now, as it has bet the future of the company 
on being bigger, faster, better, and more embedded in the constant collec-
tive consciousness of human beings than any commercial fi rm in history. 
And by promoting its operations as almost magical, Google is not doing 
anything wrong. Its apparent omnipresence and omnipotence are merely 
functions of its abilities to capitalize on our weaknesses and desires, 
cravings, and curiosities.
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Faith in Google is dangerous because it increases our appetite for 
goods, services, information, amusement, distraction, and effi ciency. We 
are addicted to speed and convenience for the sake of speed and conve-
nience. Google rewards us for our desires for immediate gratifi cation at 
no apparent cost to us. There is nothing wrong with immediate gratifi ca-
tion per se; it’s certainly better than no gratifi cation. Immediacy should 
not, however, be an end in itself. And providing immediate gratifi cation 
draped in a cloak of corporate benevolence is bad faith.

THE TECHNO-FUNDAMENTALIST ESCHATOLOGY

Google spreads an eschatological ideology: a belief in fulfi llment of 
prophecy. Those who profess eschatologies are uninterested in origin 
stories or accounts of miracles: instead, they look ahead. Eschatology is 
the study of the ultimate destiny of humanity. For Google, that destiny 
involves the organization and universal accessibility of the world’s infor-
mation. The road to that destiny is paved with the ideal expressions of 
techno-fundamentalism. Google believes that the constant application of 
advanced information technologies—algorithms, computer code, high-
speed networks, and massively powerful servers—will solve many, if 
not all, human problems.

No fi rm operates independently of the culture in which it operates. 
Industry does not drive history any more than history drives indus-
try. To grasp the full signifi cance of a particular fi rm or institution, we 
must consider its place in culture and society—the work it does and 
the beliefs that value and enable that work. Google is both a product of 
early twenty-fi rst-century American culture and an infl uence on global 
culture.

LIFE BEFORE GOOGLE

Google may be sui generis, but before Google, a number of search engines 
competed for business in the fi eld. Each of them conducted indexing 



56 GOOGLE’S WAYS AND MEANS

and searching a bit differently. Like Google, they all originated from a 
rich academic fi eld devoted to information coding and retrieval, one 
that lies at the intersection of computer science, linguistics, and library 
and information studies. It remains an exciting intellectual fi eld. But the 
late-1990s market gurus of Silicon Valley did not necessarily see search 
as the key to riches. They saw it as an ancillary feature designed to 
hold customers’ attention, along with all the other services and content 
that crowded pages such as Yahoo and Excite.6 Early news coverage of 
Google generally folded the company in with other search companies 
launched around the same time. Rarely did a technology or business 
journalist declare that there was anything remarkable or distinct about 
Google, even though the simple act of using it demonstrated Google’s 
superiority almost instantly.

Business Week fi rst took note of Google in September 1998. In a brief 
entry about how search engines work and the challenge of assessing the 
quality of their results, its editors wrote: “There’s another ranking system 
that may be even better for managers. Google (http://google.stanford
.edu/) rates Web sites by the number of other sites linked to them. 
The rankings, in other words, are determined not by surfers, but by 
Webmasters who presumably took time to evaluate a site before 
setting up a link to it. It’s an adaptation of the time-honored practice of 
assessing scientifi c papers by the number of citations they’ve gotten in 
other papers.”7

It’s notable that the link to Google given in that article was within 
the Stanford University computer system. This is the earliest reference I 
could fi nd to the search engine that ten years later would dominate the 
Web experience in most of the world. The Press of Christchurch, New 
Zealand, mentioned Google as a new idea for Web search in December 
1998. By then, the URL already stood alone as www.google.com.8 USA 
Today also listed Google in a brief about interesting websites in December 
1998.9 Business and computer publications with specialized circulations 
started mentioning Google in mid-1999. The New York Times apparently 
did not consider Google important enough to write about until its col-
umnist Max Frankel mentioned Google among a list of search engines 
in November 1999.10
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The fi rst serious consideration of Google by the New York Times, the 
leading American newspaper, was a de facto endorsement by the tech-
nology writer Peter Lewis in September 1999. “Until recently my favorite 
search engines were Hotbot (www.hotbot.com) and Alta Vista (www
.altavista.com),” Lewis wrote. “Hotbot is useful for fi nding popular Web 
sites, and AltaVista is good at ferreting out obscure information. Alta 
Vista in particular returns a bazillion potential hits when it is asked to 
scour the Net for a word or phrase. But the larger the World Wide Web 
becomes, the more important it becomes for search engines to return 
fewer results, not more. Few people have time to click through 70,482
query matches hoping that the one they want, the most relevant one, is 
in there somewhere. The engines not only have to be smarter, but also 
faster.” Lewis noted that “several search engines introduced recently 
deserve serious consideration, including the revamped version of MSN
.com Search (msn.com), introduced by the Microsoft Network last week, 
and AOL.com Search (aol.com), to be introduced by America Online next 
week. But if you are searching for the next generation in search technolo-
gies, look for Gurunet and Google.”11

Gurunet did not last long after Lewis wrote about it, and he offered 
only qualifi ed interest in its methods. He was smitten with Google, 
however. At the moment when the president of the United States was 
enmeshed in a tawdry scandal involving sex with a White House intern, 
Lewis found that Google fi ltered for relevance effectively enough to 
avoid pornographic sites when searching for terms such as “Bill Clinton” 
and, more important, “sex.” As Lewis wrote,

What Google does do, however, is to come up with a list that starts 
with a guide to marriage and sex, not the long string of pornographic 
sites that would pop up in the search listings of most other engines. 
Many disreputable Web site operators attempt to fool search engines 
by salting their pages with bogus key words in an attempt to lure 
unsuspecting users. Google does not ogle. Instead, Google determines 
the relevance or importance of a page in part by measuring how many 
other sites have links to it. That technique enables Google to rank even 
those sites that it has not visited. Many Web sites do not allow search 
engines to catalogue their content, but they may hold the information a 
searcher wants.
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Unlike other search engines, Lewis wrote, “Google . . . takes into account 
the importance, measured in popularity, of the sites that are linking to 
the page. Links from popular sites are given more weight than links from 
obscure sites. If a lot of important sites establish links with the page, the 
reasoning goes, it must be important too. It is the cyber-age variant on 
the common wisdom that the best roadside diners are the ones with all 
the big trucks parked outside.” Once the New York Times parked its truck 
outside Google and explained the virtues of PageRank to the elites of 
America, it was impossible to stop Google’s proliferation.12

Still, through its early years of rapid growth, Google never advertised 
on television or in standard print media (although it did purchase a 
gratuitous, albeit clever, advertisement during the Super Bowl in 2010).
Its growth in popularity was in part sparked by glowing reviews among 
technology writers, but the most signifi cant factor in its growth was 
word-of-mouth recommendation. Most of us discovered Google because 
it worked for our friends. It took a mess and put it in order. It took a 
frustrating task and made it simple. And it seemed so unassuming about 
the whole matter.

This is a story of commercial success rarely seen in business history. 
The business was all about leveraging technology and science. Those, 
after all, were what lay behind Google’s mission, however humanistic 
its statement might be: “To organize the world’s information and make 
it universally accessible and useful.” The larger question that we need 
to ponder, however, is why we all welcomed such an enterprise with 
open arms and why we have unrefl ectively trusted it with such massive 
amounts of our personal information and with control over our access 
to knowledge.

“TRUST BIAS” AND THE PRAGMATISM OF PAGERANK

Questions of trust and control are not merely matters of abstract specula-
tion. The core practices of Google—the massive accumulation of data on 
consumer and citizen preferences, the ability to accurately and precisely 
target small advertisements for small services for a small fee billions 
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of times per day, and the appearance of offering access to information 
for no monetary cost—could soon be dominant modes of informa-
tion commerce.13 Google has already forced big media companies and 
mobile-phone services to alter their expectations and services. Soon other 
companies will no doubt try to mimic Google’s style, philosophy, and 
moves.14

We trust Google with our personal information and preferences and 
with our access to knowledge because we trust technology that satisfi es 
our prejudices. We want fast access to relevant and reliable information. 
Google has ascended to great heights in twelve short years by emphasiz-
ing three characteristics of its technology that build trust among users: 
speed, “precise comprehensiveness,” and honesty. On one level—that of 
simple practicality—we trust Google because, compared with the alter-
natives, it indeed works fast, produces information that usually seems 
relevant, and, as a result, seems trustworthy.

Precise comprehensiveness is the term I give to the list of results that 
appears to be clear and ranked in order of relevance. If a number of 
users doing the same search click on the third result instead of the fi rst, 
then, over time, Google will raise the rank of that result. Google Web 
Search presents us with a linear pattern of display—the ordered list—
that offers a sense of precision. The impression of comprehensiveness 
derives from the declarations of (largely useless) abundance that Google 
offers along the top of each search results page, such as “Results 1–10
of about 481,000,000 for God.” The sense of precision derives from the 
short list of ten results returned on the fi rst page.

Users thus believe that Google’s rankings are honest expressions of 
probable importance and relevance. They demonstrate a “trust bias” 
when selecting one of these links to click: they inherently trust Google’s 
algorithmic judgment about which links are appropriate for them.15

This trust bias is reinforced by the fact that most people who use 
Google do so in a very unsophisticated way while nonetheless express-
ing a high level of confi dence about their own skills at navigating a 
search system.16

Whether or not users know the company’s motto, “Don’t be evil,” this 
trust bias refl ects a faith, avowed or latent, in Google’s corporate ethos. 
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I examine this faith at greater length in the next chapter. Users believe 
in Google’s honesty regardless of whether they understand the way its 
core algorithm, PageRank, chooses what to display and how to rank 
links. Users trust Google to make choices for them, or at least to guide 
them toward a few choices that attract the most attention.17 Needless to 
say, appearing on the fi rst page of results is of paramount importance 
for fi rms competing for attention and sales.18

Despite a shallow understanding of how search engines work, Web 
users express deep satisfaction with them. Only 19 percent express a 
lack of trust in search engines. More than 68 percent of Web search 
users report that they consider search engines to be fair and unbiased. 
About 44 percent of those surveyed by the Pew Internet and American 
Life Project in 2005 said they use only one search engine, and 48 percent 
use only two or three. Only 38 percent said they were aware of the dis-
tinction between the sponsored advertising links that Google and other 
search services offer and the algorithmically generated “organic” results 
that dominate the page. Only one in six search users could testify that 
they can always tell the difference between the sponsored links and the 
generated results.19

Thus Google is inherently conservative in its effects on the informa-
tion world: winners keep winning, unless Google changes the rules of the 
system or intervenes with human judgment.20 By favoring the majority or 
the consensus among search sites, Google Web Search results also favor 
the comfortable middle ground of controversial subjects.21

THE PRAGMATIC THEORY OF SEARCH

Our trust in Google is pragmatic in more than just the ordinary sense of 
the term, however. We believe that a consensus about what’s important, 
arrived at by apparently democratic means, is probably trustworthy. 
Google’s method of relying on the collective and active judgment of 
millions of Web users seems in the abstract to realize one of the most 
infl uential theories of epistemology: American pragmatism. As Charles 
Sanders Peirce and William James developed it in the 1890s and Richard 
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Rorty refi ned it almost century later, the pragmatic theory of truth 
states that truth is generated through a process of experimentation, 
discovery, feedback, and consensus.22 The true statement is therefore 
one that works in the world, James would say. It conforms to expe-
rience and observation, yet is under constant pressure of revision, as 
Peirce explained.23 Truth is not attached to a thing in the world per se, 
but to our experiences of that thing and to our conversation about and 
collective understanding of it. People and peoples can disagree over 
what is true, and that disagreement is a part of the process of lurching 
toward truth.

Thus truth is not merely a thoughtful refl ection of reality. It’s differ-
ent for everyone, depending on differences of perspective and experi-
ence. What is true about a clock is different for a clockmaker than for a 
person who merely knows how to tell time, James explained. “The truth 
of an idea is not a stagnant property inherent in it,” James wrote. “Truth 
happens to an idea. It becomes true, is made true by events. Its verity 
is in fact an event, a process: the process namely of its verifying itself, 
its veri-fi cation.”24

James’s focus on the dynamism of truth—what Rorty later called “con-
tingency”—is embodied in Google PageRank.25 Rank is assigned to a site 
through a dynamic process of verifi cation by communal affi rmation. The 
instrument of that affi rmation is the hyperlink. The secondary instru-
ment is the click on the hyperlink. The fi eld in which the affi rmations 
are transformed into contingent, temporary judgments of relevance or, 
as James might say, truth, is the PageRank algorithm. And this is the 
brilliance of PageRank and Google’s Web Search system in general: how 
else would one make sense of something as dynamic and messy as the 
World Wide Web? Just as pragmatism helps us understand what we 
mean when we say something in the world is “true” or that we “believe” 
something, Google sifts through an enormous array of documents and 
orders them in a way that refl ects a rough—very rough—consensus 
among Web users. However, pragmatism also helps us understand that 
the contingency of truth and value demands that we interrogate the 
biases and fl aws in our collective judgments and the language we use 
to describe what is true and valuable.
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When James described and defi ned truth, he did not consider that 
some people would have more power to infl uence the consensus than 
others do. He was not a sociologist or political scientist of truth: he was 
a philosopher. But we can’t unquestioningly accept the assumption of 
neutrality and equality, the belief that Google ranks are generated fairly 
by a large, disinterested collection of “users” who feed Google enough 
information to generate a rough and neutral consensus. We need to pay 
attention to power—to biases—in the system.26

All information technologies favor some content or users over others. 
One cannot design a neutral system. To use technologies wisely, we need 
to grasp the nature of biases and adjust expectations to accommodate or 
correct for them. So a declaration or description of bias is not an indict-
ment of a system or a fi rm. A bias is not necessarily bad: it is necessary. 
A search system cannot rank and choose information without some 
criteria on which to do so. The Google search algorithms are built to 
favor certain types of content over others, and to reward the accumu-
lation of acts and behaviors of users. So the biases are rarely direct 
and obvious.27

It’s essential to grasp some of the major biases inherent in Google’s 
Web Search. First of all, no search engine indexes everything. All of them 
make choices based on characteristics of a page. They try to exclude 
sites that match computer-generated profi les of junk pages intended to 
manipulate users, computers, or search engines themselves. And as we 
will see, sometimes search engines such as Google impose human edito-
rial judgment on indexes and results if the search results are troublesome 
or potentially illegal.28

More important, not all hyperlinks are created equal. Many, perhaps 
most, are “votes” of support or affi rmation. Many hyperlinks are votes 
of derision, generated by a critic to point to fl aws, falsehoods, or weak-
nesses. Still others exist for purely functional purposes, such as to enable 
the downloading of a fi le.29 And not every page creator employs links the 
same way or to the same extent. There is an ethic of link reciprocation 
among bloggers, for example, by which one blogger will link to another’s 
page when she refers to or discusses it. Links are a sort of currency on 
the Web because those who make Web pages usually understand that 
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Google rewards them, but no such ethic exists generally among com-
mercial sites. By relying on PageRank, Google has historically favored 
highly motivated and Web-savvy interests over truly popular, important, 
or valid interests. Being popular or important on the Web is not the same 
as being popular or important in the real world. Google tilts toward the 
geeky and Webby, as well as toward the new and loud.

For example, if you search for “God” on Google Web Search, as I 
did on July 15, 2009, from my home in Virginia, you could receive a 
set of listings that refl ect the peculiar biases of PageRank. The Wiki-
pedia page for “God” ranks highest. That’s interesting for a number 
of reasons. Sometime in 2006, Wikipedia pages began ranking very 
high in many Web searches on Google. This could be a result of 
Wikipedia’s widespread use and good reputation for usefulness, if 
not accuracy and comprehensiveness. It is just as likely, however, that 
Google’s engineers decided around that time that for searches on con-
troversial or emotionally charged topics, it was wise to hand off the 
responsibility of expressing and describing such a concept to a com-
munity that has already worked out norms and processes for mediating 
differences of opinion.30 Wikipedia serves Google well in that way. In 
turn, Google serves Wikipedia well, because the editing standards for 
inclusion in Wikipedia depend on an entry’s relevance; and relevance, 
circularly, depends on how prominently Google presents that subject.31

Google could have presented another authoritative source about the idea 
of God. However, the synergy between Google and Wikipedia seems 
strong enough that it’s unlikely any reference source could unseat 
Wikipedia.32 Still, Wikipedia, like Google, is biased toward the digital. 
Any person or concept showing up frequently in the pages of Wired
magazine is likely to enjoy prominence in both Wikipedia and 
Google results.33

That set of results for “God” reveals other biases inherent in Google 
Web Search. The second result I generated is for something called “God
.com,” sponsored by the Evangelical Media Group. It promises to rec-
ommend books that can answer questions such as “Why are there so 
many religions and which one is right?” In rural Virginia, this might be 
one of the more “relevant” results, because it clearly serves evangelical 
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Protestant Christianity, which is the most signifi cant religious commu-
nity here. The page for God.com is free of clutter, and it must have many 
highly popular referrals. It’s thus well suited to Google’s standards for 
inclusion and high scoring with PageRank. But one would hope that 
in Cairo or Venice a different result would end up second behind 
Wikipedia’s entry for “God.”

The fi rst page of my search results shows a limited range of sites, 
considering the wide array of possible references to “God” in the world. 
It includes a video of John Lennon singing his song “God” (a search 
for “Mother” also links to a video of the Lennon song of that name, 
however—above a link to Mother brand polishes and waxes). There are 
links to a number of atheistic sites, as well as a link to the Twitter feed of 
someone who calls himself “God.” There are no links to Islamic, Hindu, 
or Jewish sites, or even to Catholic sources. Here in Virginia, we are led 
to believe that the answers about God come from Wikipedia, evangelical 
Christianity, atheist sites, and John Lennon.

HUMANS IN THE MACHINE

Despite the pragmatic devotion to the technological virtues of speed, pre-
cision, comprehensiveness, and honesty in computer-generated results, 
and despite our pragmatic faith in truth arrived at by process and con-
sensus, the local apparently matters more than the global in Web search. 
In addition, because of some awkward results, Google has on occasion 
intervened to impose human judgment from within the system, rather 
than rely on the slow-changing collective judgment of the users. Google’s 
general response to complaints about the content of particular sites, even 
if the sites are offensive, untrue, or dangerous, is to refer the complainer 
to the author or Internet service provider of the offending site. However, 
the attention generated by the results for some searches has pushed 
Google to intervene.34

Google intervened, for instance, in April 2004, when the home page 
of an anti-Semitic site called Jew Watch displaced the Wikipedia entry 
for “Jew” as the top result for that search on Google.35 It also took action 
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when results for the search “Holocaust” or “Jew” generated high fi rst-
page results for sites denying that the slaughter of more than six million 
Jews during World War II ever happened. In the United States, Google 
has no legal obligation to remove hateful, bigoted material. In places 
such as Germany and France, however, it does. When the Anti-
Defamation League in the United States complained about the results 
for “Jew”, Google responded at fi rst by posting an explanation of how 
its search engine works and a pledge to honor the alleged neutrality of 
its algorithms. An updated version of that notice is still appended to the 
search-result page for “Jew”:

A site’s ranking in Google’s search results relies heavily on computer 
algorithms using thousands of factors to calculate a page’s relevance 
to a given query. Sometimes subtleties of language cause anomalies to 
appear that cannot be predicted. A search for “Jew” brings up one such 
unexpected result. If you use Google to search for “Judaism,” “Jewish” 
or “Jewish people,” the results are informative and relevant. . . . The 
beliefs and preferences of those who work at Google, as well as the 
opinions of the general public, do not determine or impact our search 
results. Individual citizens and public interest groups do periodically 
urge us to remove particular links or otherwise adjust search results. 
Although Google reserves the right to address such requests individu-
ally, Google views the comprehensiveness of our search results as an 
extremely important priority. Accordingly, we do not remove a page 
from our search results simply because its content is unpopular or 
because we receive complaints concerning it.36

Once Google explained itself to the Anti-Defamation League, the orga-
nization posted a notice that it accepted Google’s apology and assured 
its members that Google was not responsible for the results because they 
were purely “computer-generated,” as if that absolved humans of respon-
sibility. The Anti-Defamation League even praised Google for announc-
ing that the company would fi nd a way to mark offensive material in 
the future. (I see no evidence that it has done so, even fi ve years later.)37

This is odd, because the American Anti-Defamation League ignores the 
fact that Google.de, the German version of Google Web Search, generates 
no anti-Semitic results in a search for “Juden”. And searching for “Jew” 
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on Google.de generates a series of English results without listing Jew 
Watch. The results, in other words, are clearly within Google’s control. 
Google just chooses not to intervene so directly for searches done in the 
United States.

In the wake of the public controversy, those who sought to scrub 
the anti-Semitic sites from Google rankings posted pages on the Web 
linking to Wikipedia and to other, more legitimate and accurate sources 
of information about Judaism and the Jewish people. They hoped to 
fl ood the PageRank system with their preferred links, thus moving Jew 
Watch lower. The small number of supporters of the anti-Semitic site Jew 
Watch did the same. One would think that this process would enable the 
forces of light to triumph over the forces of darkness. However, because 
Google’s computers are sensitive to the strategies known professionally 
as search-engine optimization and colloquially as “Google bombing,” the 
anti-Semitic site retained its high ranking, although it lost the top place.38

Over time, the top two results for “Jew” in the United States on Google
.com have frozen such that Wikipedia remains at the top (as of August 
2010, from Charlottesville, Virginia) and Jew Watch remains second. The 
current fi rst-page results include more recent sources, revealing Google’s 
desire to present the current as relevant. Near the bottom of my search 
results for “Jew” was a video of the parody artist Sacha Baron Cohen 
performing “Throw the Jew down the Well” as his character Borat.

So human intervention in Google search results occurs when Google 
wants it to—or when it is compelled by law to intervene. Most often, if 
Google wants a different set of results to appear in a particular context, 
it adjusts its algorithm to create a general change in the system, rather 
than bluntly editing the index or the results. However, three years after 
the controversy over search results for “Jew”, Google quietly changed 
its “Explanation of Our Search Results” page. Where it used to read “A 
site’s ranking in Google’s search results is automatically determined by 
computer algorithms using thousands of factors to calculate a page’s 
relevance to a given query,” it became in May 2007 “A site’s ranking 
in Google’s search results relies heavily on computer algorithms using 
thousands of factors to calculate a page’s relevance to a given query.” 
So Google dropped the word automatically, the very term that got it off 
the hook with the Anti-Defamation League.



GOOGLE’S WAYS AND MEANS 67

By 2007, Google had folded human intervention into page ranking in 
a number of subtle ways. It now employs a team of human “quality 
raters” to evaluate search results and report the results back to those 
who tweak the algorithm.39 And by 2009, Google’s registered users 
(those who use other Google services such as Gmail, Google Books, and 
Blogger) were empowered to add or delete sites from particular search 
results, thus giving the search quality team very specifi c guidance about 
pages.40 This process allows registered users to exercise disproportion-
ate infl uence over the search results that others see. These are “super 
citizens” of the Web. Their opinions matter more to Google than those 
of unregistered users.

Google also takes action in cases of egregious abuses of Web etiquette. 
If a search term consistently generates inappropriate results, such as 
pornography sites for search terms unrelated to sexual matters, Google 
will intervene immediately and punish the pornographic site for rigging 
its page rank. It will do the same if it suspects that a site has faked the 
number of incoming links. So the human element in Google’s search 
business is present and perhaps growing. It’s important to look criti-
cally at the people who are making these decisions and the cultural 
backgrounds from which they have emerged. They are, as might be 
expected, by and large technicians and technocrats.

A “SOVIET OF TECHNICIANS” AT BURNING MAN

Google is built to support a technocratic way of working. Its founders, 
Larry Page and Sergey Brin, and most of its early employees are com-
puter scientists by training. It has always been the sort of place where 
those devoted to solving some of the biggest challenges in logic, math-
ematics, and linguistics can fi nd a supportive yet challenging environ-
ment.41 It’s the paradigm of the sort of practice that has emerged quickly 
over the past twenty years and that now dominates the scientifi c agenda 
in many fi elds: entrepreneurial science—the intersection of academic 
“pure” science and industrial technoscience.42

This technocratic mode of organization is anything but new. In The
Engineers and the Price System, a book published in 1921 that fell into 
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immediate obscurity, the iconoclastic economist Thorstein Veblen identi-
fi ed a new class of what we now call knowledge workers. In the late years 
of the American Industrial Revolution, Veblen saw that the increase in 
effi ciency of the production and distribution of goods was creating tre-
mendous wealth for the class that owned the means of production yet 
who were unable to do the mathematics necessary to understand the 
systems that enriched them. This situation would not stand for long, 
Veblen surmised. Unlike Karl Marx’s unreliable proletariat, waiting to 
be sparked into revolutionary action by the sudden realization of histori-
cal exploitation, the engineering class might actually capture some of 
the wealth it created. In fact, engineers could work together to disrupt 
American industry and bring it down within a matter of weeks. No 
one else could do that, especially not laborers, who could always be 
replaced. Because there would always be a shortage of engineers, they 
had real social and economic power if they chose to use it. If the engi-
neering class succeeded well enough, it could reengineer society, politics, 
and government as well as the fi rms themselves. In that event, Veblen 
argued, we might be ruled by a benevolent (or at least competent) “soviet 
of technicians.”43

Google’s position as both the dominant fi rm within its market and a 
model of how fi rms should behave in the world realizes Veblen’s dream. 
And the ethos of the company meshes perfectly with one of the para-
digmatic modern American values: merit conceived as technical com-
petence. America, Walter Kirn writes, is run by “Aptocrats.” These are 
people who excel at regimented procedures, such as standardized tests 
and other numerically quantifi able forms of achievement. They conform 
to highly structured expectations of excellence and clearly see every rung 
they must ascend on the ladder of success. “As defi ned by the institu-
tions responsible for spotting and training America’s brightest youth, 
this ‘aptitude’ is a curious quality,” Kirn writes. “It doesn’t refl ect the 
knowledge in your head, let alone the wisdom in your soul, but some 
quotient of promise and raw mental agility thought to be crucial to aca-
demic success and, by extension, success in general. All of this makes 
for a self-fulfi lling prophecy. The more aptitude that a young person 
displays, the more likely it is that she or he will have a chance to win 
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the golden tickets—fi ne diplomas, elite appointments and so on—
that permit you to lead the Aptocratic establishment and set the terms 
by which it operates.”44 Aptocracy, on which Kirn elaborates in his 
funny memoir, Lost in the Meritocracy: The Undereducation of an Over-
achiever, rewards a large measure of gumption in addition to its strata 
of otherwise “fair” technologies of assessment (test scores, diplomas, 
and certifi cations).

Google may be the perfect realization of Aptocracy. Google hires 
the best of the best from America’s top university technological pro-
grams. Even those who work in marketing and sales must demonstrate 
aptitude via tests and gamelike interview questions.45 This focus on stan-
dardized, predictable tasks as the measure of achievement is ostensibly 
fair. Success in America no longer depends so heavily on social status, 
ethnicity, or gender. Those things still matter, and once in a while a 
stunningly incompetent exception circumvents the Aptocracy and rises 
to power, as George W. Bush did. But the Aptocracy has transformed 
America largely for the better over the past forty years. It has also 
created the environment in which Google could gestate, grow, thrive, 
and dominate.46

Google shapes its products as well as its staff along Aptocratic ideo-
logical lines. In Web Search, a link ends up high on the fi rst page of search 
results if it has qualifi ed in a mathematically demonstrable way. It must 
satisfy a number of tests of viability and quality. If it appears to have too 
many attributes that statistically correlate with untrustworthy pages—if, 
for example, it contains spam links or obvious attempts to game Google’s 
ranking system—the algorithm will downgrade the page or omit it 
from the index. A page must have been reviewed and elected by other 
sites through the affi rmative technology of the hyperlink to achieve a 
high ranking. As with the Aptocracy, members of the Internet elite 
have more power to determine the standards of excellence in the next 
iteration of Web search results. The system is always learning, just as 
the Aptocracy is always adjusting to new inputs and infl uences among 
high achievers.

This reliance on technologies to measure aptitude is part of what Neil 
Postman identifi ed in 1992 as technopoly, or rule by and for technology. 
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Postman was highly critical of what he saw as America’s blind depen-
dence on tools and its failure to apply critical thinking and deliberation. 
If it’s new and shiny, Postman lamented, people will adopt it. Soon, the 
tools seem to set the priorities. They seem to demand more attention and 
further refi nement. And thus real life, or what Postman called “culture,” 
is evacuated of all meaning. It’s all about the tools.47

Postman committed the fallacy of assuming that technologies are 
autonomous, that they have inordinate infl uence over our behaviors, 
values, and expectations. He did not appreciate the extent to which 
people infl uence and rework technologies.48 Google understands this 
better than Postman did. It’s built to learn. It’s designed to absorb infl u-
ences, for better or worse. That’s why the chief product the company 
delivers to users, the search-results page with links and advertisements, 
is contingent on the identity, history, and location of the user. The chief 
product Google sells, users’ attention, is also contingent. It changes all 
the time because people’s needs change and because people are fi ckle. 
Google is designed to absorb and respond to culture as much as it infl u-
ences culture.

However, it’s a mistake to think of Google’s social infl uence and social 
role as purely a function of science and engineering. Google’s social 
milieu, the petri dish from which it sprang, is more than technological 
or scientifi c. As the media historian Fred Turner demonstrates in From 
Counterculture to Cyberculture, the ideology of Silicon Valley is rooted in 
the practices and idealistic visions of 1960s counterculture. It’s a peculiar 
story: cultural anarchism melded with technologies developed for and 
by the U.S. military, unleashed in the service of both commerce and 
creativity, yet also accused of undermining both.49

Google, in particular, incorporates a twenty-fi rst-century form of 
countercultural hedonism in its corporate structure and everyday work 
environment: the ethos of Burning Man. Burning Man is an annual fes-
tival held at the end of August in the Black Rock Desert in northern 
Nevada. Thousands of people gather to camp and celebrate with music, 
drugs, art, and digital technology. Turner highlights the fact that many 
important players in the technological industries of Northern Califor-
nia regularly participate in Burning Man. For two weeks a year, Silicon 
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Valley’s elite can immerse themselves in a grand network of human 
beings connecting for the sake of creating. “If the workers of the indus-
trial factory found themselves laboring in an iron cage, the workers of 
many of today’s post-industrial information fi rms often fi nd themselves 
inhabiting a velvet goldmine: a workplace in which the pursuit of self-
fulfi llment, reputation, and community identity, of interpersonal rela-
tionships and intellectual pleasure, help to drive the production of new 
media goods,” Turner writes.50 Google’s founders, Larry Page and Sergey 
Brin, have been regular Burning Man attendees since the 1990s. At the 
festival, Page and Brin would have encountered a radically decentral-
ized social structure, one that facilitates creativity, collaboration, and 
experimentation with little or no “command and control.” Burning Man, 
Turner concludes, is a distillation of the “cultural infrastructure” that 
nurtures Google, a spiritual manifestation of what Yochai Benkler calls 
“commons-based peer production.”51

As the sociologist Dalton Conley has described, many of the most 
highly rewarded workers—those on the creative side of the technology 
industries—are either trapped in something like a velvet goldmine or 
struggling to get into one. They are decontextualized from their locali-
ties, overconnected to their mobile, cosmopolitan communities, and con-
stantly striving to improve the speed and quality of those connections. 
They live in a place Conley calls “Elsewhere.”52 To use Turner’s words, 
“the pursuit of self-fulfi llment, reputation, and community identity, of 
interpersonal relationships and intellectual pleasure” helps drive the 
consumption of new media goods. The cycle of innovation and con-
sumption is amplifi ed by the deep cultural struggle to innovate and 
consume better, faster, and more than yesterday. That cycle is almost 
spiritual. It’s not a cold, soulless process, nor a crass and cheap one. 
What drives people through the cycle is the real satisfaction of connect-
ing with others over time and distance, valuable collaboration, and the 
potential for stunning creativity. Participating in the production, con-
sumption, and use of the elements of digital culture creates a signifi -
cant amount of joy and satisfaction. Moreover, the circulation of capital 
created by this process has generated tremendous wealth and oppor-
tunity, even if it has directly contributed to maldistributions of wealth. 
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And that’s worth a lot, even if it also generates an insatiable demand 
for more.

THE PRACTICAL IDEALISTS

As I strolled through the Google campus in Mountain View, Califor-
nia, in the summer of 2008, I refl ected on the monumental changes that 
this one company had brought into our lives. The “Googleplex” 
looks like a model business park. It’s all glass, steel, and concrete. It’s 
clean and well maintained. But it does not exude opulence or arro-
gance, as one might expect. Its buildings form a courtyard that is always 
fi lled with casually dressed people. Its workers drive a motley collec-
tion of Toyotas and Hondas, not the Mercedes-Benzes or BMWs one 
might expect in a parking lot of a company so wealthy. The campus 
is a collection of confusingly shaped and numbered stark glass build-
ings, unadorned and largely unassuming—just like the front page of 
Google itself.

With the exception of the full-scale replica of a Tyrannosaurus rex 
skeleton that dominates the ample courtyard, there is nothing to mark 
the place as eccentric. It’s a nice place to work. Pleasant, smart people 
work there. Wandering amid shirtless volleyball players taking a break 
from long days and nights of coding, and lines of hungry young busi-
nesspeople waiting for a high-quality lunch buffet and enjoying ample 
on-site laundry and massage services, I kept wondering if these workers 
pondered how important they are to the daily lives of so many mil-
lions of people around the world. The decisions they make structure the 
patterns of discovery and communication in an increasing number 
of ways.

I wondered if those who do the thinking and building for Google 
thought, as I do, that Google is fast becoming the chief lens through 
which we see the world. In my exploration of Google over the past four 
years, I have at times considered it akin to the T-Rex that looms in its 
Mountain View courtyard, a fi erce beast bent on devouring its neigh-
bors in a single gulp. At other times, I have seen Google as a savior, a 
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bold and powerful institution assuming an important role in our lives 
after thirty years of suffering because our public institutions retreat and 
atrophy, shrinking from challenges in favor of the timid management 
of resources. But I never saw Google as just another player. Clearly it 
has never settled for also-ran status in any project or market in which 
it has engaged. Wherever Google shows up, whatever Google touches, 
it changes.

Not surprisingly, those who work for Google tend not to share my 
concerns. Nor, impressively, do they share in the widespread veneration 
of the company. In fact, every Google employee I met offered a much 
more modest, utilitarian vision of the company’s effects on the world 
than either its critics or its champions express. Google employees for 
the most part consider themselves to be engineers doing a job, solving 
a problem or two, generating or perfecting algorithms that make com-
puters manipulate data. Some of the big thinkers at the company, such 
as Vint Cerf (often called the “father of the Internet”), see the process 
of mastering information search as a noble cause but still downplay 
Google’s infl uence.53

Other major public voices of the company, such as Marissa Mayer, fre-
quently describe the jobs Google is doing in matter-of-fact terms. Explain-
ing in her 2008 speech why the iconic blank search screen, containing 
only an empty search box, a logo, and a copyright notice, emerged from a 
company so blessed with brilliant engineers and devoted to monumental 
tasks, she said, “It’s sort of more about expedient solutions and much 
less about grand or broad design.”54

Seen from the inside, then, Google is a place to get things done. 
The focus is on the pragmatic (in the broad sense) solving of some rather 
challenging problems. Googlers see their role and method as incremen-
tal, steady, benign, and optimistic. The vast resources at their disposal—
cash, server farms, bandwidth, computer processing power, and a 
collection of brilliant minds—allow them to address big, long-term 
challenges such as artifi cial intelligence, real-language (as opposed to 
awkward keyword or text) search, and computer-generated language 
translation. If you get enough cool things done, they think, you can 
rock the world.
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They’re probably right. But if that’s going to happen, it would be a 
good idea for us to think harder about our faith in the benevolence of 
those who will be doing the rocking, and especially about the basis for 
our own ready acquiescence in the Googlization of everything. After all, 
even if the ends of that process are something that may transform our 
lives in ways that we desire, there may be better means by which we 
can reach those ends.

TECHNO-FUNDAMENTALISM AND THE PUBLIC GOOD

Google makes much out of its commitment to benevolence. Google offi -
cials invoke its famous informal motto, “Don’t be evil,” to explain that 
the company is worthy of the “trust bias” of users when it enters sticky 
situations. It is devoted to “corporate responsibility,” even if the judg-
ment of what constitutes responsible behavior is not so easy to discern. 
On a page on its website titled “Corporate Information: Our Philoso-
phy,” Google explains the “ten things Google has found to be true.” 
Number 6 on this list is “You can make money without doing evil.” The 
text explains how Google makes money from positioning relevant and 
unobtrusive advertisements alongside search results. In addition, the 
page explains, the rank of a particular page in search results is never 
for sale.

The text says nothing about how Google has contributed to censorship 
in China or other oppressive countries, how much energy the company 
uses to run its elaborate system of server farms, or how it punishes 
certain companies with sudden and inexplicable downgrades in Page-
Rank and others with higher minimum rates for advertising at auction. 
It says nothing about how Google treats its temporary contract workers 
or how much it charges employees to use on-site childcare.55 It takes 
no account of the access Google provides to sexual content, weapon-
making instructions, debilitating computer viruses, fi nancial scams, or 
hate speech on the Web. It mentions none of the default settings for the 
retention of private information and preferences. It says nothing about 
the distractions, dependencies, and concentrations of power that Google 
and the Web have unleashed on the world.56
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It says none of these things because the burden of dealing with the 
myriad potential harms to which Google and the Web contribute is just 
too great to shoulder. It’s unreasonable to expect a company to confront 
such potential harms transparently and of its own volition. No company 
could exist if it did not do—or at least allow—some harm and impose 
some costs on other entities. Doing harm is not necessarily being evil, 
however. Google never promised to be comfortable and benign: it just 
promised not to be evil, whatever that means. If we want a large, suc-
cessful, powerful, brilliant Web-search company to provide us with so 
many important services so cheaply, we should not expect it to do no 
harm or avoid all ethically thorny situations.

Google is no better and no worse—and no less complicated and con-
fl icted—than the rest of our institutions. “Don’t be evil” is sometimes 
no more than a motto—a pose for public-relations purposes—but it 
is often something more. Those who work for Google support a wide 
range of interpretations and applications of the motto. When I asked 
them about it, a few of them cynically rolled their eyes, acknowledging 
that Google is subject to the same pressures and temptations as any 
other media or advertising company in a rickety global economy. Others 
took the creed seriously, citing it as one of the chief motivations for 
devoting so many hours of their lives to the projects and experiments 
that the company encourages. Many of Google’s workers correctly see 
that the company’s size and infl uence are the result of a million good, 
modest decisions by engineers who preceded them, by the founders of 
Google, and by the millions of people who use Google every day. Most 
of Google’s management has explained away the phrase as a useful 
standard, a measure that they may invoke as a test of a business deci-
sion, but not an answer to any particular dilemma. They argue that 
the phrase was meant to be a reminder that a fi rm founded by and for 
idealistic engineers should not become just another company—or worse, 
another Microsoft.

Despite its embrace of benevolence, in other words, Google may sin, 
just as any of us may sin. However, its sins are our sins, too. One of the 
main reasons we have faith in Google is because we think that we can 
do anything we want if we have the right tools. That is the sin of pride. 
We have a blind faith in technology: techno-fundamentalism.
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SUPERBIA

In an Oxford-style debate in New York City in October 2008, to be broad-
cast on the National Public Radio program Intelligence Squared, I joined an 
illustrious team that included Randall Picker of the University of Chicago 
Law School faculty and Harry Lewis, a professor of computer science 
at Harvard.57 We argued to support the motion “Resolved: Google vio-
lates its ‘Don’t be evil’ motto.” The opposition was just as formidable. It 
included the author and blogger Jeff Jarvis, the libertarian legal advocate 
Jim Harper, and one of the smartest people involved in the promotion 
and governance of the Internet, Esther Dyson.

I opened my statement by noting that we had failed to defi ne “evil.” I 
told the crowd that I would invoke an authority, something of an expert 
on evil and sin: Dante Alighieri, who provides in The Divine Comedy a 
list of the seven deadly sins. They are luxuria (extravagance or lust); gula
(gluttony); avaritia (greed); acedia (sloth); ira (wrath); invidia (envy); and 
superbia (pride or hubris). I claimed I could demonstrate that Google had 
committed every one of them.

I was joking about all the other sins, but I was serious about superbia.
The particular kind of hubris that energizes Google is the notion that you 
can always invent something to solve the problem that the last inven-
tion created. That’s techno-fundamentalism. It’s an extreme form of the 
pragmatic orientation that, as we’ve seen, lies behind the acceptance of 
Google as the world’s primary search engine. Techno-fundamentalism 
assumes not only the means and will to triumph over adversity through 
gadgets and schemes but also the sense that invention is the best of all 
possible methods of confronting problems.

At the beginning of the twenty-fi rst century, we pay a heavy price 
for techno-fundamentalism. We build new and wider highways under 
the mistaken belief that they will ease congestion. We rush to ingest 
pharmaceuticals that are no more effective than a placebo at alleviat-
ing our ills.58 We make investment and policy decisions based on prin-
ciples such as the so-called Moore’s law, which predicts that computer 
processing power will double every eighteen months, as if such 
progress had its own momentum, independent of specifi c decisions 
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by fi rms and engineers.59 Perhaps most dangerously, we neglect real 
problems with the structures and devices we depend on to preserve 
our lives, as we did for decades with the levees that failed to protect 
the poorest residents of New Orleans after Hurricane Katrina.60 And 
now it seems techno-fundamentalism stands as the operative ideology 
in defense and security policy. We need not depend on messy diplomacy 
or credible military threats to curb the activities of hostile states. We 
have Star Wars.61

The faith that technology can redeem all of our sins and fi x all of our 
problems is the ultimate hubris. There are many examples in human 
history in which techno-fundamentalism has led to great suffering. For 
Dante, pride is actually the gravest of the seven deadly sins, because it 
was the sin that Lucifer committed. Lucifer, we should remember, was 
originally a good guy. He fell because he thought he could be equal to 
God, and instead he became Satan. The “Don’t be evil” motto is itself 
evil, because it embodies pride, the belief that the company is capable 
of avoiding ordinary failings.

The theologian Reinhold Niebuhr wrote about the claims of benevo-
lence in world affairs by American political leaders that “the pretensions 
of virtue are as offensive to God as the pretensions of power.” Niebuhr 
was concerned that such pretensions blind leaders “to the ambiguity of 
all human virtues and competencies.”62

THE BLINDNESS OF HUBRIS

Pretensions to virtue create other forms of blindness as well. Blind faith 
in the information to which Google provides access, for example, often 
allows us merely to confi rm our prejudices and illusions. The actor and 
model Jenny McCarthy has spent the past several years trying to con-
vince new parents that they should avoid vaccinating their babies against 
life-threatening diseases. She embarked on her campaign after her child 
was diagnosed with autism. Despite the absence of any evidence tying 
vaccines to the development of autism in children, McCarthy decided 
that the medical and public-health experts were wrong about the 
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conclusions they reached using real data and the scientifi c method.63 She 
believed she could fi nd out “the truth” about the imagined vaccination-
autism connection by enrolling in what she described as “the University 
of Google.”64

The University of Google lacks accreditation, to be sure. It’s too simple 
to say it’s only as good as its sources. Google is designed to favor sites 
with the most “votes” from others who use the Web, rather than those 
endorsed by knowledgeable experts. This is usually not a problem. In 
fact, no one has come up with a better way to navigate the mess of 
tangled documents and claims that make up the Web. However, it’s 
sometimes harmful when people, even those who should know better, 
trust a simple Google search as the fi rst step toward the truth.65

Poor searches by faithful Google users are only part of the problem 
with the Googlization of knowledge. The ways that Google structures, 
judges, and delivers knowledge to us exacerbate our worst tendencies 
to jump to erroneous conclusions and act on them in ways that cause 
harm. On September 8, 2008, a reporter for an obscure news company 
called Income Securities Advisors typed “bankruptcy 2008” into a search 
box on Google.com. Google News instantly pointed the reporter to an 
article from a newspaper called the South Florida Sun-Sentinel announcing 
that UAL, the parent company of United Airlines, had fi led for bank-
ruptcy protection. The reporter, who worked for a company that feeds 
stories to the powerful Bloomberg news service, posted a simple alert 
with no story or background attached: “United Airlines fi les for Ch. 11
to cut costs.” This alert, apparently informing readers that the airline 
was seeking legal protection from its debtors, went out to thousands of 
infl uential readers of Bloomberg’s fi nancial news network.66

The problem was that the Sun-Sentinel archive did not display a pub-
lication date for the story, thus allowing Google News to list it among 
recent or current stories. Google’s computers then placed a new date 
on the link to the article: September 6, 2008—the day Google’s Web-
crawling software found and indexed the article. But the UAL bank-
ruptcy fi ling it referred to occurred in 2002. The company emerged suc-
cessfully from protection and reorganization in 2006. Sadly, the reporter, 
apparently unfamiliar with the earlier travails of UAL and incautious 
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about what might get tossed up from the sea of Web content, did not 
attempt to verify the report.

When the NASDAQ market opened on the morning of September 8,
2008, UAL stock was trading at $12.17 per share. Once the alert zoomed 
around Bloomberg at approximately 11:00 a.m. Eastern Standard Time, 
panicked sellers unloaded 15 million shares of UAL and drove the price 
per share down to $3.00.

By 11:16 a.m., Bloomberg had issued an alert denying that UAL had 
fi led for bankruptcy. As word spread that the bankruptcy alert was false, 
the stock recovered. But it still fi nished the day at $10.92 per share, down 
$1.38 from its opening price. This simple glitch cost UAL shareholders—
including most of its employees—11.2 percent of the company’s market 
value. In addition, the panic drove down shares of two other airlines, 
Continental Airlines and AMR (the parent of American Airlines) as well. 
The airlines had done nothing wrong. They had released no bad news. 
Yet they were all worth less at the end of the day than at the beginning 
because Google’s Web crawlers found a mislabeled story in an open 
newspaper archive.67

This anecdote offers valuable lessons about our dependence on cheap, 
shallow, instant information and the chief delivery system for such infor-
mation—Google. Certainly, had those responsible for posting the Sun-
Sentinel article used proper metadata—the elements in a fi le that tell us 
its context, such as a date of origin—Google’s computers would not have 
placed the story in front of the Income Securities Advisors reporter. And 
had the reporter been better informed and a more critical and less credu-
lous reader, no one would ever have heard about the mistake. If anyone 
in this story understood that aggregators of information like Google 
News are only as good as their sources, no one would have overreacted. 
If either Bloomberg or Google News had been set up to enhance under-
standing, rather than simply to pass on what, under its brand, instantly 
becomes credible as trustworthy information, someone could have put 
the brakes on the error. And fi nally, if traders and investors around the 
world read more than headlines and tickers before making huge deci-
sions that could cost innocent people money and jobs, the errors that 
preceded the sell-off might not have mattered at all.68
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But that is not the world in which we live. We are fl ooded with data, 
much of it poorly labeled and promiscuously copied. We seek maximum 
speed and dexterity rather than deliberation and wisdom. Many of our 
systems, not least electronic journalism, are biased toward the new and 
the now. The habits and values of markets infect all areas of our lives 
at all times of day. And even after living intimately with networked 
computers for almost two decades, we lack understanding of what such 
complex information systems can and cannot do, or even how they work. 
We trust them with far too much that is dear to us and fail to confront 
or even to acknowledge their limits and problems.

Despite all the loud accusations of fault that fl ew between Google 
and those responsible for the journalistic errors, it’s clear that Google 
itself did nothing wrong.69 It’s hard to expect that Google’s programmers 
would consider the possibility of the basic metadata error that the Sun-
Sentinel made. Nor should we expect them to have predicted the collec-
tive stupidity of the rest of the humans involved in the chain reaction.70

So the chief lesson here is not that Google is the cause of the problem: 
the lesson is that we are fl awed. One of our fl aws—which we recognize—
is that we often lack the knowledge that we need to live our lives both 
happily and responsibly. We believe that Google offers a powerful way 
to overcome that fl aw. But our faith in Google leaves us vulnerable to 
other fl aws: the tendency to believe what we want to believe, like Jenny 
McCarthy, and belief itself, the credulity that makes us functioning social 
beings and that sometimes can betray us, as in the case of the false UAL 
bankruptcy report. When we choose to rely blindly on a pervasive, pow-
erful gatekeeper that we do not understand, we are destined to make 
monumental mistakes.

THE TEMPTATION

Faith in Google is dangerous not because of anything specifi c that 
Google does. It’s dangerous because of how we allow it to affect our 
expectations and information about the world. Using Google habitu-
ally raises our expectations about matters both deep and shallow. In the 
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space between expectations and reality lie happiness and anxiety. When 
expectations about signifi cant issues—justice, peace, health, and knowl-
edge—exceed reality by signifi cant margins, the difference can motivate 
us to achieve marvelous things both collectively and individually. But 
when that tension is constant and loud about trivial things—the speed of 
information delivery, access to services, and acquisition of the latest and 
coolest goods—we indulge in decisions and actions that merely satiate 
us rather than enrich us.71



THREE THE GOOGLIZATION OF US

UNIVERSAL SURVEILLANCE AND 

INFRASTRUCTURAL IMPERIALISM

In 2006, Time declared its Person of the Year to be you, me, and everyone 
who contributes content to new-media aggregators such as MySpace, 
Amazon, Facebook, YouTube, eBay, Flickr, blogs, and Google. The 
fl agship publication of one of the most powerful media conglomer-
ates in the world declared that fl agship publications and powerful 
media conglomerates no longer choose where to hoist fl ags or exercise 
power. “It’s about the many wresting power from the few and helping 
one another for nothing and how that will not only change the world, 
but also change the ways the world changes,” Lev Grossman breath-
lessly wrote in Time. “And for seizing the reins of the global media, 
for founding and framing the new digital democracy, for working for 
nothing and beating the pros at their own game, Time’s Person of the 
Year for 2006 is you.”1

82
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Almost every major marketing campaign these days is likewise framed 
as being about “you.” “You” have freedom of choice. “You” can let your-
self be profi led so that “you” receive solicitations only from companies 
that interest “you.” “You” could customize “your” mobile phone with a 
ringtone. “You” go to the Nike Store to design your own shoes.

This emphasis on “you,” however, is only a smokescreen for what is 
actually happening online. As I have stressed throughout this book, the 
Googlization of everything entails the harvesting, copying, aggregating, 
and ranking of information about and contributions made by each of us. 
This process exploits our profound need to connect and share, and our 
remarkable ability to create together—each person contributing a little 
bit to a poem, a song, a quilt, or a conversation. It is not about “you” at 
all. It should be about “us”—the Googlization of us.

Google, for instance, makes money because it harvests, copies, aggre-
gates, and ranks billions of Web contributions by millions of authors who 
tacitly grant Google the right to capitalize, or “free ride,” on their work. 
So in this process of aggregation, who are you? Who are you to Google? 
Who are you to Amazon? Are you the sum of your consumer preferences 
and MySpace personas? What is your contribution worth? Do “you” 
really deserve an award for allowing yourself to be rendered so fl atly 
and cravenly? Do you deserve an award because Rupert Murdoch can 
make money capturing your creativity with his expensive toy, MySpace?

Because Google makes its money by using our profi les to present us 
with advertisements keyed to the words we search, precision is its goal. 
Google wants advertisers to trust that the people who see their paid 
placements are likely customers for the advertised products or services. 
These advertisers have little interest in broadcasting. That’s a waste of 
money. The more Google knows about us, the more effective its adver-
tising services can be. Understanding the nature of this profi ling and 
targeting is the fi rst step to understanding the Googlization of us.

How much does Google know about us? How much data does it keep, 
and how much does it discard? How long does it keep that informa-
tion? And why?2 Our blind faith in Google has allowed the company to 
claim that it gives users substantial control over how their actions and 
preferences are collected and used. Google pulls this off by telling the 
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truth: at any time, we may opt out of the system that Google uses to 
perfect its search engine and its revenue generation. But as long as control 
over our personal information and profi les is granted at the pleasure of 
Google and similar companies, such choices mean very little. There is 
simply no consistency, reciprocity, or accountability in the system. We 
must constantly monitor fast-changing “privacy policies.” We must be 
willing to walk away from a valuable service if its practices cause us 
concern. The amount of work we must to do protect our dignity online 
is daunting. And in the end, policies matter less than design choices. 
With Google, the design of the system rigs it in favor of the interests of 
the company and against the interests of users.

Google complicates the ways we manage information about ourselves 
in three major ways. It collects information from us when we use its 
services; it copies and makes available trivial or harmful information 
about us that lies in disparate corners of the Internet; and it actively 
captures images of public spaces around the world, opening potentially 
embarrassing or private scenes to scrutiny by strangers—or, sometimes 
worse, by loved ones. In theory, Google always gives the victim of expo-
sure the opportunity to remove troubling information from Google’s 
collection. But the system is designed to favor maximum collection, 
maximum exposure, and the permanent availability of everything. One 
can only manage one’s global electronic profi le through Google if one 
understands how the system works—and that there is a system at all.3

Google is a system of almost universal surveillance, yet it operates so 
quietly that at times it’s hard to discern.

Google’s privacy policy is not much help in this regard. In fact, it’s 
pretty much a lack-of-privacy policy. For instance, the policy outlines 
what Google will collect from users—a reasonable, yet signifi cant amount: 
IP (Internet Protocol) addresses (numbers assigned to a computer when 
it logs into an Internet service provider, which indicate the provider and 
the user’s general location), search queries (which constitute a record 
of everything we care about, wonder about, or fantasize about), and 
information about Web browsers and preference settings (fairly trivial, 
but necessary to make Google work well). Google promises not to dis-
tribute this data—with two major exceptions. First, “We provide such 
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information to our subsidiaries, affi liated companies or other trusted 
businesses or persons for the purpose of processing personal information 
on our behalf.” Second, “We have a good faith belief that access, use, 
preservation or disclosure of such information is reasonably necessary 
to (a) satisfy any applicable law, regulation, legal process or enforceable 
governmental request, (b) enforce applicable Terms of Service, including 
investigation of potential violations thereof, (c) detect, prevent, or oth-
erwise address fraud, security or technical issues, or (d) protect against 
imminent harm to the rights, property or safety of Google, its users or 
the public as required or permitted by law.”4

Google’s privacy policy is a pledge from the company to us. It is 
binding in that if the company violated its policy, a user could sue Google 
in the United States for deceptive trade practices (though proving decep-
tion is always a diffi cult burden). However, Google changes its policy 
often and without warning. So today’s policy—for all its strengths and 
weaknesses—might not be the policy tomorrow or next year. You might 
have engaged with Google and donated your data trail to it under the 
provisions of an early version of the policy, only to discover that Google 
changed the policy while you were not looking. The policy does pledge 
that “we will not reduce your rights under this Privacy Policy without 
your explicit consent, and we expect most such changes will be minor.” 
But that is cold comfort, because the policy already gives Google sub-
stantial power over the data.

If you read the privacy policy carefully, it’s clear that Google 
retains the right to make signifi cant decisions about our data without 
regard for our interests. Google will not share information with other 
companies without user consent, but it asserts the right to provide 
such information to law enforcement or government agencies as it 
sees fi t.

If another company were to acquire Google, the policy states, the 
company would inform users of the transfer of the data. But there is 
no promise that users would have a chance to purge their data from 
Google’s system in time to avoid a less scrupulous company’s acquisi-
tion of it. Although Google’s commitments to fairness and transparency 
are sincere and important, they are only as durable as the company. If 
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Google’s revenues slip or its management changes signifi cantly, all the 
trust we place in the company today might be eroded.

To complicate matters more, each Google service has its own privacy 
policy. The index page for these policies contains a series of videos that 
outline the terms by which Google collects and retains data. One of the 
videos echoes the statement that Google retains personally identifi able 
information for only eighteen months after acquiring it. After eighteen 
months, information such as IP addresses is “anonymized” so that it’s 
diffi cult to trace a search query to a particular user. However, that pledge 
is not made in the policy itself. Anonymization simply involves the 
removal of the last few digits of a user’s IP address, and many cases of 
anonymization by information brokers have been exposed as ineffective 
at untethering people’s identities from their habits.5 The “cookies” left 
by many websites on users’ computers contain information that could 
still be employed to identify a user.6

Although Google’s public pronouncements about privacy and its 
general privacy statement fail to explain this point, Google actually has 
two classes of users, and consequently two distinct levels of data accu-
mulation and processing. The larger, general Google user population 
simply uses the classic blank page with the search box in the center. Such 
general users leave limited data trails for Google to read and build ser-
vices around. The second class might be called power users: those who 
have registered for Google services such as Gmail, Blogger, or iGoogle. 
Google has much richer and more detailed dossiers on these users. In 
exchange for access to this information, Google rightly claims that it 
serves these power users better than it serves general users. They get 
more subtle, personalized search results and a host of valuable services.

Google does empower users to control the information the company 
holds about them, but not in subtle or specifi c ways. Google’s settings 
page offers a series of on-off switches that can prevent Google from 
placing cookies in a browser or from retaining a list of websites a user 
has visited. Power users can delete specifi c items from the list of website 
visits.

The default settings for all Google interfaces grant Google maximum 
access to information. Users must already be aware of and concerned 
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about the amount and nature of Google’s data collection to seek out the 
page that offers all these choices.

Google’s data-retention policies have come under signifi cant scru-
tiny, especially in Europe. Most of the changes in its privacy policies in 
recent years have resulted from pressure by European policy offi cials. 
The United States government has offered consumers and citizens no 
help in these matters. In fact, it has acted to erode privacy. In 2006, the 
U.S. Department of Justice issued subpoenas to collect general informa-
tion from the major search-engine companies in an effort to support its 
unsurprising contention that Internet users often search for pornogra-
phy. The department wanted to use such data—which would not have 
been linked to any particular user, but instead would have offered gen-
eralized, statistical information about what users like to do online—in 
its legal defense of a law called the Child Online Protection Act. Of the 
major search companies, only Google resisted the subpoena, and then 
not to protect its users’ privacy but to protect its trade secrets. Google’s 
ability to analyze search queries for patterns is its greatest strength in the 
market. To give up such data could reduce the company’s chief competi-
tive advantage.7 Google prevailed, and the government abandoned its 
efforts to collect such information.

Understandably, Google offi cials have practiced responses to ques-
tions about data retention and privacy. For instance, Google vice presi-
dent Marissa Mayer explained to U.S. television host Charlie Rose in 
early 2009: “In all cases it’s a trade-off, right, where you will give up 
some of your privacy in order to gain some functionality, and so we 
really need to make those trade-offs really clear to people, what informa-
tion are we using and what’s the benefi t to them, and then ultimately 
leave it to user choice.”8 Mayer, who is very disciplined in her answers 
to questions about privacy, always offers statements very close to this. 
But Mayer and Google in general both misunderstand privacy. Privacy
is not something that can be counted, divided, or “traded.” It is not a 
substance or collection of data points. It’s just a word that we clumsily 
use to stand in for a wide array of values and practices that infl uence how 
we manage our reputations in various contexts. There is no formula for 
assessing it: I can’t give Google three of my privacy points in exchange 
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for 10 percent better service. More seriously, Mayer and Google fail to 
acknowledge the power of default settings in a regime ostensibly based 
on choice.

THE IRRELEVANCE OF CHOICE

In their 2007 book Nudge: Improving Decisions about Health, Wealth, 
and Happiness, the economist Richard Thaler and law professor Cass 
Sunstein describe a concept they call “choice architecture.” Plainly put, 
the structure and order of the choices offered to us profoundly infl uence 
the decisions we make. So, for instance, the arrangement of foods in a 
school cafeteria can infl uence children to eat better. The positions of 
restrooms and break rooms can infl uence the creativity and communal-
ity of offi ce staff. And, in the best-known example of how defaults can 
infl uence an ostensibly free choice, studies have demonstrated that when 
employer-based retirement plans in the United States required employ-
ees to opt in to them, more than 40 percent of employees either failed to 
enroll or contributed too little to get matching contributions from their 
employers. When the default was set to enroll employees automatically, 
while giving them an opportunity to opt out, enrollment reached 98
percent within six months. The default setting of automatic enrollment, 
Thaler and Sunstein explain, helped employees overcome the “inertia” 
caused by business, distraction, and forgetfulness.9

That choice architecture could have such an important effect on so 
many human behaviors without overt coercion or even elaborate incen-
tives convinced Thaler and Sunstein that taking advantage of it can 
accomplish many important public-policy goals without signifi cant cost 
to either the state or private fi rms. They call this approach “libertarian 
paternalism.” If a system is designed to privilege a particular choice, they 
observe, people will tend to choose that option more than the alterna-
tives, even though they have an entirely free choice. “There is no such 
thing as a ‘neutral’ design.”10

It’s clear that Google understands the power of choice architecture. It’s 
in the company’s interest to set all user-preference defaults to collect the 
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greatest quantity of usable data in the most contexts. By default, Google 
places a cookie in your Web browser to help the service remember who 
you are and what you have searched. By default, Google tracks your 
searches and clicks; it retains that data for a specifi ed period and uses it 
to target advertisements and refi ne search results. Google gives us the 
power to switch off all these features. It even provides videos explain-
ing how to do this.11 But unless you act to change them, the company’s 
default settings constitute your choices.

When Mayer and others at Google speak about the practices and poli-
cies governing their private-data collection and processing (otherwise 
known as privacy policies), they never discuss the power of defaults. 
They emphasize only the freedom and power that users have over their 
data. Celebrating freedom and user autonomy is one of the great rhe-
torical ploys of the global information economy. We are conditioned to 
believe that having more choices—empty though they may be—is the 
very essence of human freedom. But meaningful freedom implies real 
control over the conditions of one’s life. Merely setting up a menu with 
switches does not serve the interests of any but the most adept, engaged, 
and well-informed.

Setting the defaults to maximize the benefi ts for the fi rm and hiding 
the switches beneath a series of pages are irresponsible, but we should 
not expect any fi rm to behave differently. If we want a different choice 
architecture in complex ecosystems such as the Web, we are going to 
have to rely on fi rms’ acceding collectively to pressure from consumer 
groups or ask the state to regulate such defaults.

Google offi cials also don’t acknowledge that completely opting out 
of Google’s data-collection practices signifi cantly degrades the user’s 
experience. For those few Google users who click through the three pages 
it takes to fi nd and adjust their privacy options, the cost of opting out 
becomes plain. If you do not allow Google to track your moves, you get 
less precise results to queries that would lead you to local restaurants 
and shops or sites catering to your interests. Google has to guess whether 
a search for “jaguar” is intended to generate information about the car 
or the cat. But if Google understands your interests, it can save you 
time when you shop. It can seem like it’s almost reading your mind. 
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In addition, full citizenship in the Googleverse includes use of func-
tions like Gmail and posting videos on YouTube, which require registra-
tion and allow Google to amass a much richer collection of data about 
your interests. Moreover, exploring such options can give you a pretty 
clear idea of the nature of the transaction between Google and its users; 
but for the vast majority of users, the fate of their personal data remains 
a mystery.

Opting out of any Google service puts the Web user at a disadvantage 
in relation to other users. The more Google integrates its services, and 
the more interesting and essential the services that Google offers, the 
more important Google use is for effective commerce, self-promotion, 
and cultural citizenship. So the broader Google’s reach becomes—the 
more it Googlizes us—the more likely it is that even informed and criti-
cal Internet users will stay in the Google universe and allow Google to 
use their personal information. For Google, quantity yields quality. For 
us, resigning ourselves to the Google defaults enhances convenience, 
utility, and status. But at what cost?

THE PROBLEM WITH PRIVACY

Google is far from the most egregious offender in the world of per-
sonal data acquisition. Google promises (for now) not to sell your data 
to third parties, and it promises not to give it to agents of the state 
unless the agents of the state ask for it in a legal capacity. (The crite-
ria for such requests are lax, however, and getting more lax around 
the world.) But Google is the master at using information in the 
service of revenue generation, and many of its actions and policies 
are illustrative of a much larger and deeper set of social and cultural 
problems.

In November 2007, Facebook, the social networking site most popular 
among university students and faculty, snuck in a surprise for its then-
almost 60 million users (by 2010 it had 150 million users). With minimal 
warning, Facebook instituted what it called its Beacon program, which 
posted notes about users’ Web purchases in the personal news feeds 
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on Facebook profi les. So if a user had purchased a gift for a friend on 
one of the Web commerce sites that were partners in the program, the 
purchase would be broadcast to all of that person’s Facebook associ-
ates—most likely including the intended recipient of the gift. Facebook 
ruined a few surprises, but it had a bigger surprise in store for itself: a 
user rebellion. Within days, more than fi fty thousand Facebook users 
signed up for a special Facebook group protesting the Beacon service 
and Facebook’s decision to deny users the chance to opt out of it. The 
furor spread beyond Facebook. Major news media covered the story 
and quoted users who until then had been quite happy with Facebook 
but were now deeply alarmed at the inability to control Beacon or their 
Facebook profi les.12

This reaction caught Facebook executives by surprise. In 2006, when 
they had released the news feed itself as a way of letting people fi nd out 
what their Facebook friends were up to, there had been a small protest. 
But within a few weeks, users got used to it and quieted down. Over 
time, users did not fi nd news feeds too intrusive or troublesome, and 
they could turn off the service if they wished.

Facebook executives assumed that their users were not the sort who 
cared very much about personal privacy. After all, they readily posted 
photos from wild parties, lists of their favorite bands and books, and 
frank comments on others’ profi les. All the while, Facebook executives 
were led to believe that young people today were some sort of new 
species who were used to online exposure of themselves and others, 
immersed in the details of celebrity lives via sites like PerezHilton.com 
and Gawker.com, obsessed with the eccentricities of reality television 
show contestants, and more than happy to post videos of themselves 
dancing goofi ly on YouTube.13

Then came the great Facebook revolt of 2010. By May of that year, 
users had alerted each other to the various ways that Facebook had 
abused their trust. Where once the service had allowed easy and trust-
worthy management of personal information (it was simple to choose 
who could and could not view particular elements of one’s profi le), it 
had slyly eliminated many of those controls. It had rendered much per-
sonal information openly available by default and made privacy settings 
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absurdly complicated to navigate and change. In addition, Facebook suf-
fered some serious security lapses in early 2010. Soon a movement was 
born to urge friends to quit Facebook in protest. There is no way to tell 
how many people actually did quit, largely because Facebook would 
never release that number; moreover, completely deleting an account 
is very diffi cult. Facebook membership continued to grow worldwide 
throughout 2010, as did disgruntlement. Fundamentally, Facebook had 
become too valuable to people’s lives to allow them to quit. The value, 
however, is in its membership, not in its platform. Facebook was only 
slightly chastened by the public anger.14

The cultural journalist Emily Nussbaum, writing in New York maga-
zine in February 2007, stitched together some anecdotes about young 
people who have no qualms about baring their body parts and secrets 
on LiveJournal or YouTube. “Younger people, one could point out, are 
the only ones for whom it seems to have sunk in that the idea of a truly 
private life is already an illusion,” Nussbaum wrote. “Every street in 
New York has a surveillance camera. Each time you swipe your debit 
card at Duane Reade or use your MetroCard, that transaction is tracked. 
Your employer owns your e-mails. The NSA owns your phone calls. 
Your life is being lived in public whether you choose to acknowledge it 
or not. So it may be time to consider the possibility that young people 
who behave as if privacy doesn’t exist are actually the sane people, not 
the insane ones.”15

Yet if young people don’t care about privacy, why do they react angrily 
when Facebook broadcasts their purchases to hundreds of acquaintances? 
In fact, a study conducted by Eszter Hargittai of Northwestern Univer-
sity and danah boyd of Microsoft research demonstrated that young 
people in America have higher levels of awareness and concern about 
online privacy than older Americans do.16 But still, isn’t privacy a quaint 
notion in this era in which Google and Amazon—not to mention MI5,
the U.S. National Security Agency, and the FBI—have substantial and 
detailed dossiers on all of us? Despite frequent warnings from nervous 
watchdogs and almost weekly stories about massive data leaks from 
Visa or AOL, we keep searching on Google, buying from Amazon, click-
ing through user agreements and “privacy” policies (that rarely if ever 
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actually protect privacy), and voting for leaders who gladly empower 
the government to spy on us.

Broad assumptions about the apparent indifference to privacy share a 
basic misunderstanding of the issue. Too often we assume that a concern 
with privacy merely represents a desire to withhold information about 
personal conduct, such as sexual activity or drug use. But privacy is not 
just about personal choices, or some group of traits or behaviors we call 
“private” things. Nor are privacy concerns the same for every context 
in which we live and move. Privacy is an unfortunate term, because it 
carries no sense of its own customizability and contingency. When we 
complain about infringements of privacy, what we really demand is 
some measure of control over our reputations. Who should have the 
power to collect, cross-reference, publicize, or share information about 
us? If I choose to declare my romantic status or sexual orientation on 
Facebook, I may still consider that I am preserving my privacy because 
I assume I am managing the release of that information in a context I 
think I understand. Privacy refers to the terms of control over informa-
tion, not the nature of the information we share.16

Through a combination of weak policies, poor public discussions, and 
some remarkable inventions, we cede more and more control over our 
reputations every day. And it’s clear that people are being harmed by the 
actions that follow from widespread behavioral profi ling, whether it’s 
done by the Transportation Security Agency through its “no-fl y list” or 
Capital One Bank through its no-escape, high-fee credit cards for those 
with poor credit ratings.

Jay Gatsby could not exist today. The digital ghost of Jay Gatz would 
follow him everywhere. There are no second acts, or second chances, 
in the digital age. Rehabilitation demands substantial autonomy and 
control over one’s record. As long as our past indiscretions can be easily 
Googled by potential employers or U.S. security agents, our social, intel-
lectual, and actual mobility is limited.17

We learn early on that there are public matters and private matters, 
and that we manage information differently inside our homes and 
outside them. Yet that distinction fails to capture the true complexity 
of the privacy tangle. Because it’s so hard to defi ne and describe what 
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we mean by privacy and because it so often seems futile to resist mass 
surveillance, we need better terms, models, metaphors, and strategies 
for controlling our personal information. Here’s one way to begin to 
think more effectively about the issue.

We each have at least fi ve major “privacy interfaces,” or domains, 
through which we negotiate what is known about us.18 Each of these 
interfaces offers varying levels of control and surveillance.

The fi rst privacy interface is what I call “person to peer.” Early on, 
we develop the skills necessary to manage what our friends and families 
know of our predilections, preferences, and histories. A boy growing 
up gay in a homophobic family learns to exert control over others’ 
knowledge of his sexual orientation. A teenager smoking marijuana in 
her bedroom learns to hide the evidence. If we cheat on our partners, 
we practice lying. These are all privacy strategies for the most personal 
spheres.

The second interface is one I call “person to power.” There is always 
some information we wish to keep from our teachers, parents, employ-
ers, or prison guards because it could be used to manipulate us or 
expose us to harsh punishment. The common teenage call “Stay out of 
my room!” exemplifi es the frustration of learning to manage this essen-
tial interface. Later in life, an employee may fi nd it prudent to conceal a 
serious medical condition from her employer to prevent being dismissed 
to protect the company’s insurance costs.

The third privacy interface is “person to fi rm.” In this interface, we 
decide whether we wish to answer the checkout person at Babies “R” 
Us when she asks us (almost always at a moment when we are feeling 
weak and frustrated) for a home phone number. We gladly accept what 
we think are free services, such as discount cards at supermarkets and 
bookstores, that actually operate as record-keeping account tokens. The 
clerk at the store almost never explains this other side of the bargain.

The fourth interface is the most important because the consequences 
of error and abuse are so high: “person to state.” Through the census, tax 
forms, drivers’ license records, and myriad other bureaucratic functions, 
the state records traces of our movements and activities. The mysteri-
ous and problem-riddled “no-fl y list” that bars people from boarding 
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commercial fl ights in the United States for unaccountable reasons is the 
best example. Because the state has a monopoly on legitimate violence, 
imprisonment, and deportation, the cost of being falsely caught in a 
dragnet warrants concern, no matter how unlikely it seems.

The fi fth privacy interface is poorly understood and has only recently 
gained notice, although Nathaniel Hawthorne explained it well in The
Scarlet Letter. It’s what I call “person to public.” At this interface, which 
is now located largely online, people have found their lives exposed, 
their names and faces ridiculed, and their well-being harmed immea-
surably by the rapid proliferation of images, the asocial nature of much 
ostensibly “social” Web behavior, and the permanence of the digital 
record. Whereas in our real social lives we have learned to manage our 
reputations, the online environments in which we work and play have 
broken down the barriers that separate the different social contexts in 
which we move. On Facebook, MySpace, or YouTube, a coworker may be 
an online friend, fan, or critic. A supervisor could be a stalker. A parent 
could be a lurker. A prospective lover could use the same online dating 
service as a former lover. In real life, we may be able to keep relation-
ships separate, to switch masks and manage what people know (or think 
they know) about us. But most online environments are intentionally 
engineered to serve our professional, educational, and personal desires 
simultaneously. These contexts or interfaces blend, and legal distinctions 
between public and private no longer hold up.19 We are just beginning 
to fi gure out how to manage our reputations online, but as long as the 
companies that host these environments benefi t directly from the confu-
sion, the task will not be easy.

In The Future of Reputation, the law professor Daniel Solove relates the 
sad story of the “Star Wars Kid.” In November 2002, a Canadian teen-
ager used a school camera to record himself acting like a character from 
Star Wars, wielding a golf-ball retriever as a light saber. Some months 
later, other students at his school discovered the recording and posted 
it on a fi le-sharing network. Within days, the image of a geeky teen 
playing at Star Wars became the hit of the Internet. Thousands—perhaps 
millions—downloaded the video. Soon, many downloaders used their 
computers to enhance the video, adding costumes, special effects, and 
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even opponents for the young man to slay. Hundreds of versions still 
haunt the Web. Many Web sites hosted nasty comments about the boy’s 
weight and appearance. Soon his name and high school became public 
knowledge. By the time YouTube debuted in 2005, the “Star Wars Kid” 
was a miserable and unwilling star of user-generated culture. He had 
to quit school. The real-world harassment drove his family to move to 
a new town. The very nature of digital images, the Internet, and Google 
made it impossible for the young man to erase the record of one after-
noon of harmless fantasy. But it was not the technology that was at fault, 
Solove reminds us. It was our willingness to ridicule others publicly 
and our ease at appealing to free-speech principles to justify the spread-
ing of everything everywhere, exposing and hurting the innocent along 
the way.20

No one made any money from this or the other events that Solove 
describes, and the state is neutral toward such incidents, so we can’t 
blame market forces or security overreactions. But our appetite for 
public humiliation of others (undeserved or otherwise) should trouble 
us deeply. Like Hester Prynne in The Scarlet Letter, any one of us may be 
unable to escape the traces of our mistakes. We are no longer in control 
of our public personas, because so many of our fellow citizens carry 
with them instruments of surveillance and exposure such as cameras 
and video recorders. An advocate of Internet creativity and its potential 
to contribute to democratic culture, Solove treads lightly around any 
idea that might stifl e creative experimentation. But even those of us who 
celebrate this cultural “mashup” moment would be delinquent if we 
ignored the real harms that Solove exposes.

The sociologist James Rule, in Privacy in Peril, emphasizes one point 
that is either muted in or absent from most other discussions about 
privacy and surveillance: data collected by one institution is easily trans-
ferred, mined, used, and abused by others. Companies such as Choice-
Point buy our supermarket and bookstore shopping records and sell 
them to direct-mail marketers, political parties, and even the federal 
government. These data-mining companies also collect state records 
such as voter registration forms, deeds, car titles, and liens in order 
to sell consumer profi les to direct-marketing fi rms. As a result of this 
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cross-referencing of so many data points, ChoicePoint knows me better 
than my parents do—which explains why the catalogs that arrive at 
my home better refl ect my tastes than the ties my father gives me each 
birthday. Each data point, each consumer choice, says something about 
you. If you purchase several prepaid cell phones and a whole lot of 
hummus, you might be profi led as a potential jihadist. If you use your 
American Express Platinum card to buy a latte from Starbucks the same 
day that you purchase a new biography of Alexander Hamilton from 
Barnes and Noble in an affl uent Atlanta ZIP code, you might be identi-
fi ed as a potential donor to a Republican election campaign.21

The privacy laws of the 1970s, for which Rule can claim some credit 
after his 1974 book Private Lives and Public Surveillance, sought to guar-
antee some measure of transparency in state data retention. Individuals 
should be entitled to know what the federal government knew about 
them and thus be able to correct errors. And there were to be strong 
limits on how government agencies shared such data.22 As Rule explains 
in Privacy in Peril, such commonsense guidelines were eroded almost as 
soon as they became law. And in recent years, following pressure from 
the great enemy of public transparency and accountability, former vice 
president Dick Cheney, they have been pushed off the public agenda 
altogether. It’s as if Watergate, the Church Committee report (which in 
1975 exposed massive government surveillance of U.S. citizens and other 
illegal abuses of power by the CIA), and the revelations of FBI infi ltration 
of antiwar protest groups never happened.23

Mass surveillance has been a fact of life since the eighteenth century. 
There is nothing new about the bureaucratic imperative to record and 
manipulate data on citizens and consumers. Digital tools just make it 
easier to collect, merge, and sell databases. Every incentive in a market 
economy pushes fi rms to collect more and better data on us. Every 
incentive in a state bureaucracy encourages massive surveillance. Small 
changes, such as the adoption of better privacy policies by companies 
like Google and Amazon, are not going to make much difference in the 
long run. So the only remedy is widespread political action in the public 
interest, much as we had in the 1970s. Passivity in the face of these threats 
to dignity and personal security will only invite the deployment of more 
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unaccountable technologies of surveillance. The challenge is too large 
and the risks too great.

“STREET VIEW” AND THE UNIVERSALIZATION OF SURVEILLANCE

Although there is indeed nothing new about the incentives for the state 
and businesses to keep tabs on private individuals, Google, with its 
Street View service in Google Maps, now enables individuals to under-
take forms of surveillance of each other that have never been possible 
before. Our fi rst reactions to seeing other people’s streets and neigh-
borhoods on our screens are hyperbolic. Once the service has been in 
place for a while, however, it generates broad interest and some utility. 
It also causes much anxiety without causing demonstrable harm. Only 
in a handful of places has Google been urged or forced to alter Street 
View signifi cantly.

Google Street View allows users of Google Maps to take a 360-degree 
view, at ground level, of streets and intersections in many cities in (as of 
2009) the Netherlands, France, Italy, Spain, Australia, New Zealand, and 
Japan, in addition to the United States and the United Kingdom. Google 
captures these images by sending automobiles known as Googlemo-
biles (Vauxhall Astras in the United Kingdom; Chevrolet Cobalts in the 
United States; Toyota Priuses in Japan), with special cameras mounted 
on their roofs, to drive along every street in a city.24 Launched fi rst in 
May 2007 in New York, San Francisco, and a handful of other large U.S. 
cities, Google Street View now covers thousands of small towns across 
the United States—even Charlottesville, Virginia (population 50,000). At 
fi rst, American users fl ocked to the service to check for a record of their 
own lives, and perhaps to discover embarrassing or revealing aspects 
that Google might disclose. Many commentators declared the service to 
be too invasive for comfort.25

Generally, Google introduces a service in a standard way in all loca-
tions. If it generates attention or complaints, Google might tailor some 
policies for a specifi c locality. But the defaults Google sets for itself are 
consistent, if not constant. Responding to the initial criticisms of Street 
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View, Google defended the service by saying—as it always does—that 
if anyone reported an image to be troubling, embarrassing, or revealing 
of personal information such as faces or vehicle license plates, Google 
would be happy to remove or smudge the image. But, as usual, the 
defaults were set for maximum exposure.

Critical suspicion of Google Street View faded after a few weeks. 
Over time, as no horror stories emerged, American Google users became 
accustomed to the new function and started coming up with creative 
ways to employ it. Google accurately gauged the sensibilities toward 
privacy and publicity of users in the United States, where practicality 
has a way of sweeping away any number of nebulous concerns.

As I studied the reaction in the spring of 2009, I wondered to what 
interesting uses my fellow Americans had put Google Street View in the 
two years since its launch. I solicited some input via Twitter, Facebook, 
and my blog. Overwhelmingly, my respondents (mostly technologi-
cally adept and highly educated) reported using Street View to scout 
out potential homes. Some used it to assess the prospects for parking in 
a busy area. Others wrote that they often remembered where a restaurant 
was, but could not remember its name or precise address, so they used 
Street View to locate it and recommend it to friends.26

A few of my responders had particularly interesting applications for 
Street View. David de la Peña, an architect based in Davis, California, 
uses Street View daily in his work:

[Google Street View] is a very useful tool that I use regularly on com-
munity design and streetscape projects. It saves me from the drudgery 
of taking hundreds of photographs of a site, and the user interface 
is more intuitive than fl ipping through, say, 100 photographs of a 
street. For community design projects, it allows designers to see a 
neighborhood scene more or less from eye-level perspective. When 
we see a neighborhood from this experiential level, rather than from 
an aerial photograph, we have a better shot at creating more livable 
environments. The eye-level views also allow us to verify elements of 
a streetscape that just aren’t apparent from a plan or an aerial photo, 
such as architectural character, yard and porch layouts, and tree types. 
For streetscape projects, the eye-level views give a very realistic view of 
a street’s character, which are comprised of building facades; types and 
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varieties of street trees; locations of street lights and power poles; and 
arrangements of drive lanes, bicycle lanes, parking and sidewalks.

I started using it as soon as it was available. I immediately saw it as 
a useful tool to be added to my toolbox. Before [Google Street View], 
we relied primarily upon aerial photographs, MS Live 3D aerials, and 
photos we would take ourselves. Of course, none of these replaces 
on-the-ground research. I have been using [Google Street View], for 
example, on a project near Sacramento that is located 30 minutes from 
my offi ce. We are trying to locate a new community center and park 
within a low-income neighborhood on foreclosed fourplexes that the 
city owns. GSV gave me a better sense than any other visual tool 
about the feel of each of the potential sites. Today I visited the sites to 
confi rm our intuitions and to take more photographs. While walking 
the neighborhood, I was approached by eight different neighbors 
asking what I was doing. People naturally get suspicious when you’re 
taking pictures of their homes, but if you’re open to talking with them, 
other doors will open. I met a few single mothers who had great sug-
gestions for locating a tot lot, and an on-site building manager who had 
suggestions for how the city deals with code compliance. These chance 
encounters gave me more information than any visual tool could, and 
more important, they helped me to establish as sense of trust.27

Cory Doctorow, an author, blogger, and activist, told me that he had 
used Google Street View to describe in detail a scene in San Francisco 
when he was writing his successful young-adult novel Little Brother.
Here is the scene from his novel: “I picked up the WiFi signal with my 
phone’s wifi nder about three blocks up O’Farrell, just before Hyde Street, 
in front of a dodgy ‘Asian Massage Parlor’ with a red blinking CLOSED 
sign in the window. The network’s name was HarajukuFM, so we knew 
we had the right spot.”28

Doctorow wrote to me that he had written much of the novel while 
living in Los Angeles, but had done a lot of globe-trotting during that 
time, as well. “I think I was writing from Heathrow that day, or possibly 
Croatia. I know O’Farrell [Street] pretty well, but it had been a few years. 
I zoomed up and down the street with [Google Street View] for a few 
seconds until I had refreshed my memory, then wrote.”29

One objection to Street View in the United States came from Aaron 
and Christine Boring, a couple living in Pittsburgh, Pennsylvania. 
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Concerned that Street View included clear images of their driveway and 
house, which was sited far back from the street, the couple sued Google 
in April 2008 seeking $25,000 in damages and alleging Google had in 
effect trespassed on their property through the power of its lenses. The 
judge in the case dismissed their claims in February 2009 because the 
couple had not taken the simple step of requesting that Google remove 
the offending images. In other words, as far as the court was concerned, 
as soon as the Borings had discovered the images of their property, they 
could have acted in a low-cost way to alleviate the confl ict. However, that 
decision did not take account of how long the images had been public 
or how many people might have seen them.30

Today Google Street View, perhaps the most pervasive example of 
the Googlization of us, barely causes a gasp in the United States. That 
was not the case in Canada, parts of Europe, or in Japan.

In late spring 2009, Google was planning to extend Street View to 
Canadian cities. Canada has much stronger data-privacy laws than the 
United States does, and its people are far less likely to acquiesce in the 
aims of rich American companies. Along with much of Western Europe, 
Canada upholds a general prohibition on the photography of people 
without their permission, with special exceptions for journalism and art. 
As early as 2007, Google announced that it would tailor Street View to 
conform to Canadian law by blurring faces and license plates—as if that 
were a special concession for Canada.31 In fact, faces and license plates 
were blurred in street views of the United States and the rest of the 
world as well. By April 2009, just before the Canadian launch of Street 
View, Google still claimed that its imperfect, machine-driven blurring 
technology would comply with Canadian law.32

The problem with the blurring process, in addition to a small rate of 
complete failure, is that a face is not the only feature that defi nes one’s 
identity. For example, I used to live near the corner of Bleecker Street 
and LaGuardia Place in New York City. Every day I walked a white dog 
with brown spots. I drove a black car. And I am more than two meters 
tall, bald, and heavy. Any shot of me on Google Street View in that 
neighborhood would be instantly recognizable to hundreds of people 
who know me even casually. If one of those images seemed to implicate 
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me in, for example, the activities of one of the many illegal gam-
bling establishments within ten blocks of my apartment, my personal 
and professional reputation could be harmed severely. Canadian 
privacy advocates articulated the same concerns about the blurring 
technology in the weeks leading up to the launch of Google Street 
View, but their arguments did not sway either the company or the 
Canadian government.

In May 2009, a data-privacy offi cial in the city of Hamburg, Germany, 
threatened to fi ne Google over Street View unless the city received a 
written guarantee that the service would conform with German privacy 
laws—specifi cally, the prohibition against the publication of images of 
people or their property without their explicit consent. Other German 
cities also protested Street View. Residents of the city of Kiel had put 
stickers on their front doors demanding that Google not photograph 
their homes—a nonelectronic way of opting out of Street View.33 The city 
of Molfsee forbade Google vehicles from trawling the streets in 2008.34

And in May 2010 German privacy offi cials criticized Google for collect-
ing the addresses of unsecured wireless routers throughout Germany 
with the same cars that the company uses to create Street View. Law-
enforcement offi cials around the world, including the United States, 
started investigations of Google’s data-surveillance practices.35

In May 2009 Greece banned Street View on the grounds that Google 
did not have an adequate plan for notifying residents of town and cities 
that Google cars would be coming through. Greek authorities also wanted 
details about the data-storage and protection measures Google would 
use for the images. In reaction to the Greek decisions, a Google spokes-
person uttered the standard mantra to the Times of London: “Google 
takes privacy very seriously, and that’s why we have put in place a 
number of features, including the blurring of faces and license plates, 
to ensure that Street View will respect local norms when it launches in 
Greece.”36

The tension over local norms revealed itself through the reaction in 
Japan when Street View was launched in 2008. A group of lawyers and 
professors called the Campaign against a Surveillance Society staged 
a protest against the service, but these initial objections did not deter 
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the company or generate government reaction.37 Once Japanese Web 
users found the standard array of embarrassing images on the service, 
however, concern about it started to build.38

One search-engine professional, Osamu Higuchi, posted an open 
letter to Google staff in Japan on his blog in August 2008. The letter 
urged Google staff to explain to their partners in the United States that 
Street View demonstrates a lack of understanding of some important 
aspects of daily life in Japan. Osamu urged Google to remove largely resi-
dential roads from Street View. “The residential roads of Japan’s urban 
areas are part of people’s living space, and it is impolite to photograph 
other people’s living spaces,” wrote Osamu. He pointed out that in the 
United States, the boundary between private space and public space is 
the property line that abuts a public road. “For people living in Japan, 
though, the situation is quite the opposite,” wrote Osamu. “The residen-
tial street in front of a house, the so-called ‘alleyway,’ feels more like a 
part of one’s own living space, like part of the yard.” Osamu explained 
that private citizens care for, personalize, and decorate these narrow 
public streets as if they were part of their own land. “When we walk 
along an alleyway like that, we don’t stare at and scrutinize the houses 
along the way,” Osamu wrote. The population density of urban Japan 
demands a strong sense of mutual discretion, he argued. One does not 
peep into people’s limited and exposed living spaces.

The main problem with Street View, Osamu explained, is the asym-
metry of the gaze. A person walking down the street peering into resi-
dents’ yards would be watched right back by offended residents, who 
would consider calling the police to report such dangerous and antisocial 
behavior. But with Google Street View, the residents can’t see or know 
who is peeping.39 Osamu’s pleas and concerns were shared by enough 
others in Japan that, by May 2009, Google announced it would reshoot 
its Street View images of Japanese cities with the cameras mounted 
lower, to avoid peering over hedges and fences.40

Certainly, the physical and social geography of Japan and its accom-
panying notions of privacy are aspects of its culture that Google’s 
engineers and corporate leaders might understandably have failed to 
grasp. But Osamu’s analysis of the asymmetry of the gaze explains much 
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of the more general, global aversion to Street View. Only in a handful 
of places do Google’s defaults run afoul of local laws; in most of the 
world, the utility of Street View has so far trumped poorly articulated 
concerns about asymmetry or lack of reciprocity. But everywhere in the 
world, at least some people fi nd Street View a little bit creepy; some, as 
in Japan, are deeply offended by it.

The reaction in Britain in 2009 echoed the American reaction from 
2007—but with a few signifi cant amplifi cations and ironies. On the day 
it unveiled Street View, Google had its busiest day ever in the United 
Kingdom, with a 41 percent increase in traffi c.41 Google already con-
trolled more than 90 percent of the Web search traffi c in the United 
Kingdom.42

Many of the problems that fi rst day were fairly predictable: a few 
embarrassing scenes were caught on camera; a few sensitive images had 
to be deleted on request. And the  Independent newspaper misquoted a 
Google engineer as saying that Google’s technology catches and blurs 
“99.9” percent of faces and license plates automatically. That turned out 
to be “a fi gure of speech,” as a Google spokesperson told the Independent
later. “The technique is not totally perfect. The idea is not to blur every 
single face, only those that can be clearly identifi ed.”43

In fact, enough identifying details were preserved in British Street View 
images to cause a public backlash. Thousands of people requested that 
Google remove specifi c images of their homes and businesses, including 
the former prime minister Tony Blair. A former criminal wrote a column 
in the Sun claiming that Street View would be a gift to criminals. Blog-
gers quickly found and copied embarrassing images, including a man 
vomiting outside a pub and another leaving an adult video store. The 
ensuing fury exceeded all reactions in the United States two years before. 
And although Google acted quickly to remove these troubling images, 
they were preserved in other parts of the Web—and easily discoverable 
via Google Image Search.44

The most dramatic reaction to Google Street View came from residents 
of an affl uent village in Cambridgeshire called Broughton. When one of 
the village residents spotted the Googlemobile, with a camera perched 
on its roof, slowly cruising his neighborhood, he raced into the street to 
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block it, called the police, and started calling for neighbors to join him. 
Dozens formed a human chain to prevent the Google car from continu-
ing. The residents of Broughton claimed that the presence of their homes 
on Google Street View would invite the attention of burglars (though 
they offered no evidence that a burglar has actually ever used Google 
Street View to plan a crime or that such information would be more 
useful to burglars than simply walking the neighborhood themselves). 
The move to block the Google car from the streets of Broughton gener-
ated signifi cant worldwide attention, but it also provoked a blowback. 
Soon, Google Street View defenders started a campaign to drive the 
streets of Broughton, taking photographs and posting them on the social 
photography site Flickr.45

Ultimately, neither Broughton nor Google suffered substantial or long-
term damage from these high-profi le incidents. If anything, the news 
coverage and peer-to-peer buzz about Street View enhanced Google’s 
presence in Britain. In other words, the very panic that journalists, politi-
cians, activists, or angry citizens generate at the imposition of something 
as strange and unnerving as Street View creates a tremendous amount 
of interest in the service, as well as voyeuristic curiosity about what it 
shows. Google offi cials can then boast of the increase in usage as evi-
dence of public acceptance, rather than evidence of wariness and concern 
about the service.

Wherever Street View has been launched, a company spokesper-
son has repeated that “privacy is very important to Google” without 
ever defi ning exactly what the company means by privacy or address-
ing what a culture considers private or sacrosanct. The company 
always reiterates that individuals may opt out and request that an 
image be removed; it does not, however, explain that such a request 
takes at least three steps of effort and that several hours, or even 
days, may elapse before the offending images disappear from Google 
Street View.

In March 2009, just days after the launch of Google Street View in the 
United Kingdom, Google had to remove an image of a naked toddler who 
was playing in a garden square in North London.46 Although Google’s 
policy operated as the company promised, the public exposure could 
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still have subjected this child or his parents to ridicule and shame. Street 
View had been up for at least forty-eight hours by the time the image 
of the child was discovered and Google alerted. There is no way to tell 
how many people saw or made copies of the image in that period. It’s 
likely that friends and neighbors of that child could identify him from 
such an image, even if it his face were blurred, simply from the setting 
or from the images of adults in the area.

Moreover, not everyone featured in an embarrassing image is likely 
to fi nd it within forty-eight hours of its appearance on the Internet. Not 
everyone uses Google Maps or Street View. Not every neighborhood 
is fi lled with computer users. To defeat Google’s default settings, you 
have to be looking out for yourself, your property, your family, and your 
neighborhood. As always, the technologically profi cient and aware suffer 
little harm and gain greatly from the convenience of Google Street View. 
Those who are not profi cient, perhaps by choice but perhaps because of 
age, disability, or lack of means, are much more vulnerable under such 
a system. Because of this and other high-profi le incidents, by April 2010
the United Kingdom’s information commissioner, Christopher Graham, 
had called for Google to fl ip its defaults and grant privacy protection 
fi rst, rather than placing the burden on the individual to opt out. “It is 
unacceptable,” Graham wrote to Eric Schmidt, “to roll out a product that 
unilaterally renders personal information public, with the intention of 
repairing problems later as they arise.”47

A few days after the Broughton incident, I had a long conversation 
with Peter Barron, head of communication and public affairs for Google 
in the United Kingdom, Ireland, Belgium, the Netherlands, and Luxem-
bourg. “This was actually a fantastically successful launch” in the United 
Kingdom, Barron told me over a Skype connection.

We had record numbers of people visiting Google Maps. Many, many 
millions of people used and enjoyed and found the product extremely 
useful. We had a very small number of complaints—complaints in the 
hundreds—about the fact that people’s houses were up or maybe their 
faces weren’t blurred. We explained to people that these images could 
be removed if you wanted that and this was carried out very, very 
quickly, usually within an hour or two. . . . The truth is, we expected 
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a degree of controversy. In many countries where Street View has 
launched, there is a degree of controversy within the fi rst few weeks. 
There is an element of the shock of the new. People aren’t used to 
Street View and perhaps feel a bit uncomfortable with it in the begin-
ning. But after a couple of weeks it tends to die down.48

INFRASTRUCTURAL IMPERIALISM

Barron was correct about the ebb of panic and concern about Google 
Street View after a few weeks. British newspapers moved on to other 
issues. The public began to use Google Maps and Street View to fi nd its 
way around London. Barron emphasized that there was a substantial dif-
ference between the ways urban and rural areas of the United Kingdom 
reacted to Google Street View. “People in the cities are very used to 
having themselves publicly photographed, and in the countryside less 
so,” Barron told me. That’s certainly true in the United Kingdom, with 
the heaviest surveillance of any liberal and industrialized state in the 
world. Video cameras are posted on almost every street corner in the 
major cities of the United Kingdom.49 The BBC estimates that there are 
as many as 4.2 million surveillance cameras—both public and private—
operating in Britain. That’s about one for every fourteen people.50 After 
decades of terrorism at the hands of Irish Republican Army members, 
and more recently Islamic radicals, the people of the United Kingdom 
have grown to accept high levels of surveillance in their cities, even 
though such a lattice of lenses has not contributed to any measurable 
decrease in crime or increase in security.51 There has certainly been a cost, 
however. Privacy International ranks the United Kingdom as the worst 
democracy at protecting individual privacy. (Again, the group is fuzzy 
on its defi nition of privacy.) The United Kingdom ranks with Malaysia 
and China in terms of the levels and reach of state surveillance.52

It’s puzzling why people in the United Kingdom, who are so used 
to assuming their image is being captured on camera, reacted so viscer-
ally to the idea of an American corporation taking static photographs 
in which most people are diffi cult to identify, and making those photo-
graphs available to anyone with a computer. The negative reactions in 



108 THE GOOGLIZATION OF US

Germany and Japan are more readily understandable. After the invasive 
and destructive state surveillance that Germans experienced during the 
Nazi era and in Soviet-dominated East Germany, one can understand 
the wariness with which German citizens consider Google’s initiatives. 
And the density of Japanese cities explains the Japanese aversion to 
Street View. The people of the United Kingdom, by contrast, have con-
sistently elected leaders who support expanding technologies of surveil-
lance rather than limiting them. And Britain after Margaret Thatcher, 
John Major, Tony Blair, and Gordon Brown is hardly an anticorporate 
or anti-American culture. So it’s possible that the reaction to Google 
Street View was a refl ection of the sensationalism endemic to British 
journalism rather than a deeper cultural issue. Or perhaps some people 
in the United Kingdom have had enough of living under constant state 
and commercial scrutiny.53 Maybe a few of them chose to make a stand 
against an obvious and less powerful offender than their own state and 
corporate bureaucracy.

After examining this array of reactions to Street View and Google’s 
unvarying approach to its introduction in diverse cultural, political, and 
historical contexts, I wondered whether Google operated with a uni-
versalizing ideology. Did the company consider local differences and 
concerns? I didn’t see any evidence of it in the Street View saga.

Google’s CEO, Eric Schmidt, has commented that he sees few, if any 
important cultural differences among Google users around the world. 
In a conversation at Princeton University with the computer scientist 
Ed Felten in May 2009, Schmidt said, “The most common question I get 
about Google is ‘How is it different everywhere else?’ and I am sorry 
to tell you that it’s not. People still care about Britney Spears in these 
other countries. It’s really very disturbing.” Schmidt said his experience 
analyzing Google users’ habits around the world had convinced him 
that “people are the same everywhere.” Schmidt went on to give the 
standard Google line that the company respects local laws (as, of course, 
it must). But his universalist statements are consistent with much of the 
company’s behavior.54

The tension between universalism and particularism in the age of 
rapid globalization is well documented. It’s clear after decades of argu-
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ment that ideologies such as market fundamentalism, liberalism (with 
its imperative for free speech), techno-fundamentalism, and free trade 
are no longer simply “Western”—if they ever were.55 It’s too simple (and 
ahistorical) to tag such ideologies as merely imperialistic. But it is true 
that they are universalizing. They carry strong assumptions that people 
everywhere have the same needs, values, and desires—even if they don’t 
yet know it themselves.

Cultural imperialism has become a useless cliché. The academic cul-
tural-imperialism thesis is in severe need of revision. Once dominant 
among leftist critics in the 1970s and 1980s, it has been supplanted 
and modifi ed by the rise of cultural studies.56 Yet it still resonates in 
public discourse about the global North and the global South and 
in some anxious corners of academia.57 While those who complain 
about cultural imperialism cite the ubiquity of KFC in Cairo and 
McDonald’s in Manila, anxious cultural protectionists in the United 
States quiver at the sound of Spanish spoken in public or mosques 
opening in Ohio. Some American nationalists argue that cultural impe-
rialism would be good for the world, because Americans have so much 
fi gured out.58 Others dodge its complications by celebrating “creoliza-
tion” at all costs, while ignoring real and serious imbalances in the politi-
cal economy of culture.59

Although the evidence for cultural imperialism is powerful only when 
selectively examined, the evidence for the recent emergence of what 
we might call “infrastructural imperialism” is much stronger. There are 
imbalances of power in global fl ows of culture, but they are not what 
traditional cultural-imperialism theorists claim them to be.

If there is a dominant form of cultural imperialism, it concerns the 
pipelines and protocols of culture, not its products—the formats of 
distribution of information and the terms of access and use.60 It is not 
exactly content-neutral, but it is less necessarily content-specifi c than 
theorists of cultural imperialism assume. The texts, signs, and messages 
that fl ow through global communications networks do not carry a clear 
and unambiguous celebration of ideas and ideologies we might lazily 
label Western, such as consumerism, individualism, and secularism.61

These commercial pipelines may instead carry texts that overtly criticize 
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and threaten the tenets of global capitalism, such as albums by the leftist 
rock band Rage against the Machine, fi lms by Michael Moore, and books 
by Naomi Klein. Time Warner does not care if the data inscribed on the 
compact discs it sells simulates the voice of Madonna or of Ali Farka 
Touré. What fl ows from North to South does not matter as much as how 
it fl ows, how much revenue the fl ows generate, and who uses and reuses 
them. In this way, the Googlization of us has profound consequences. 
It’s not so much the ubiquity of Google’s brand that is troubling, danger-
ous, or even interesting: it’s that Google’s defaults and ways of doing 
spread and structure ways of seeking, fi nding, exploring, buying, and 
presenting that infl uence (though they do not control) habits of thought 
and action. These default settings, these nudges, are expressions of an 
ideology.62

Because Barron had watched closely as Google introduced a number 
of high-profi le services to several European countries, I asked him how 
Google navigates cultural differences and whether he was concerned 
that Google’s universalist tendencies would cause trouble in places that 
do not embrace either the technocratic imperative or a cultural commit-
ment to free expression.

“Google starts from a position that we seek to make information avail-
able to the widest number of people,” Barron explained to me. “Google 
is built on free expression. In the United States, that has been embraced 
enthusiastically. Elsewhere, there are different cultural norms, different 
laws, and different customs. We are committed to abiding by the laws 
of the countries that we operate in, but also taking into account local 
norms and local customs.”63

This was the standard line. So I asked Barron for an example of 
how Google had tailored its practices to conform to a local concern. 
He had a good one at hand. “Over the last year, we had some prob-
lems with gang-related videos, with boys brandishing weapons and 
making general threats on these videos.” Under YouTube’s estab-
lished guidelines, these videos would not have been considered viola-
tions, Barron said. But “because of the nature of the concern in the UK, 
YouTube decided to alter their guidelines for the UK to cover gang-
related videos.”
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In this case, and that of the decision to reshoot the entire nation of 
Japan for Google Street View, Google altered its operations in response 
to reactions in particular environments. This is good practice, even if, as 
in Japan, it took a year for the company to concede the point. Google has 
found this approach to globalization workable in almost every context 
in which it operates. The vast majority of those who use Google fi nd 
services such as Street View more benefi cial to them than harmful. The 
few who might be offended by the standard and universal policies of 
Google are of little importance to the company. After all, we are not 
Google’s customers: we are its products. Google can afford to alienate 
a few thousand of us, because for most of those who are connected to 
the cosmopolitan global culture of the Internet, living without Google is 
not tenable. For every person who complains about Street View, millions 
more fi nd it useful.

THE GOOGLIZED SUBJECT

This universalization of surveillance via infrastructural imperialism, 
and its general acceptance, merits critical attention. However, most 
work surveying the troubling implications of mass surveillance has 
fundamentally misrepresented its nature. It assumes that surveillance 
of the kind that Google makes possible is analogous to the theory of 
social control described by Michel Foucault as the Panopticon. But 
this trope has exhausted its utility. The original Panopticon, conceived 
by Jeremy Bentham, was a design for a circular prison with a central 
watchtower, in which all the inmates would behave because they would 
assume that they were being observed at all times. Foucault argued that 
state programs to monitor and record our comings and goings create 
imaginary prisons that lead citizens to limit what they do out of fear 
of being observed by those in power. The gaze, the theory goes, works 
as well as iron bars to control the behavior of most people.64 Those 
who write about privacy and surveillance usually can’t help invoking 
the Panopticon to argue that the great harm of mass surveillance is 
social control.65
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However, the Panopticon model does not suffi ce to describe our 
current predicaments. First, mass surveillance does not inhibit behav-
ior: people may act weird regardless of the number of cameras pointed 
at them. The thousands of surveillance cameras in London and New 
York City do not deter the eccentric and avant-garde. Long before 
closed-circuit cameras, cities were places to be seen, not to disappear. 
Today, reality television suggests that there may be a positive relation-
ship between the number of cameras and observers pointed at subjects 
and their willingness to act strangely and relinquish all pretensions of 
dignity. There is no empirical reason to believe that awareness of sur-
veillance limits the imagination or cows creativity in a market economy 
under a nontotalitarian state.

Certainly the Stasi in East Germany exploited the controlling power 
generated by widespread awareness of surveillance and the potential for 
brutal punishment for thought crimes.66 But that is not the environment 
in which most of us now live. And unless the Panopticon is as visible 
and ubiquitous as agencies like the Stasi, it cannot infl uence behavior as 
Bentham and Foucault assumed it would.

But more important, the forces at work in Europe, North America, 
and much of the rest of the world are the opposite of a Panopticon: 
they involve not the subjection of the individual to the gaze of a single, 
centralized authority, but the surveillance of the individual, potentially 
by all, always by many. We have a “cryptopticon” (for lack of a better 
word). Unlike Bentham’s prisoners, we don’t know all the ways in 
which we are being watched or profi led—we simply know that we are. 
And we don’t regulate our behavior under the gaze of surveillance: 
instead, we don’t seem to care.

In fact, that’s just how those doing most of today’s surveillance 
want it. ChoicePoint, Facebook, Google, and Amazon want us to relax 
and be ourselves. They have an interest in exploiting niche markets 
that our consumer choices have generated. These companies are devoted 
to tracking our eccentricities because they understand that the ways 
we set ourselves apart from the mass are the things about which we 
are most passionate. Our passions, predilections, fancies, and fetishes 
are what we are likely to spend our surplus cash on and thus make 
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us easy targets for precise marketing. For example, almost everybody 
kind of likes Fleetwood Mac’s 1977 album Rumours, so the fact that 
I bought it long ago says nothing special about me. But I am one of 
the few people who really digs their earlier, bluesy Then Play On. That 
says something about me that might be useful to marketers. As Joseph 
Turow explained in Niche Envy, and Wired editor Chris Anderson 
describes in The Long Tail, market segmentation is vital to today’s com-
merce. In order for marketers and vendors to target messages and 
products to us, they must know our eccentricities—what makes us dis-
tinctive, or, at least, to which small interest groups we belong. Forging 
a mass audience or market is a waste of time and money unless you are 
selling soap.67

Even the modern liberal state, like those of North America and 
Western Europe, wants us to be ourselves. It wants subversive and 
potentially dangerous people to reveal themselves through their habits 
and social connections, not to slink away and hide in the dark.68 Repress-
ing dissent and subversion does not eliminate them: the Stasi lost its 
efforts to control the East German people despite the enormous scale 
of its operations and the long-lasting damage it infl icted on both the 
observers and the observed. In the twenty-fi rst-century liberal state, 
domination does not demand social or cultural conformity. The state, 
like every private fi rm that employs a sophisticated method of market-
ing, wants us to express ourselves—to choose—because mere expres-
sion of difference is usually both harmless and remarkably useful to 
the powerful.

Living so long under the dominance of market fundamentalism and 
techno-fundamentalism, we have come to accept the concept of choice 
and the exhortation of both the Isley Brothers and Madonna, “Express 
yourself,” as essential to living a good life. So comforted are we by 
offers of “options” and “settings” made by commercial systems such as 
Facebook and Google that we neglect the larger issues. We weave these 
services so fi rmly and quickly into the fabrics of our daily social and 
intellectual lives that we neglect to consider what dependence might 
cost us. And many of us who are technically sophisticated can tread 
confi dently through the hazards of these systems, forgetting that the 
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vast majority of people using them are not aware of their pitfalls or 
the techniques by which users can master them. Settings only help you 
if you know enough to care about them. Defaults matter all the time. 
Google’s great trick is to make everyone feel satisfi ed with the possibility 
of choice, without actually exercising it to change the system’s default 
settings. But as I show in the next chapter, for people living in illiberal 
political contexts, different vulnerabilities exist.



FOUR THE GOOGLIZATION OF THE WORLD

PROSPECTS FOR A GLOBAL PUBLIC SPHERE

In early 2009, the leaders of Eu, a small town in the north of France, 
decided to change its offi cial name. It seems that Google searches for 
“Eu” generated too many results for Europe in general, largely because 
the European Union is colloquially known as “EU” and because there is 
a general European Web domain name “.eu.” Even some results pointing 
to the chemical element Europium outranked those for the little town. 
Voters in the town were asked to choose among longer strings of text 
such as “Eu-en-Normandie” or “la Ville d’Eu.” And municipal leaders 
considered purchasing ads on Google and hiring a fi rm that specializes in 
optimizing search-engine ranks to raise the profi le of the town.1 It seems 
that if a town—or anyone or anything—can’t be found with Google, it 
might as well not exist.

As Google steadily expands and globalizes its services, localities and 
nations deal with it in very different ways. Instead of pandering to the 
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biases of Google searches, as the town of Eu did, other European enti-
ties have taken a more hostile stance. In February 2010 Google’s top 
lawyer, David Drummond, and three other top Google executives were 
convicted in Italy on privacy-violation charges for failing to prevent the 
posting to YouTube of a video of an autistic child being bullied. The 
video remained on the Italian version of YouTube for two months in 
2006. Under widely agreed practice and most European law, Google 
and its executives should have been free from risk of suit or prosecu-
tion. In this case, Google did what it always does, and what every Web 
service provider does: it removed the illegal content as soon as authori-
ties notifi ed the company. But for some reason Italian prosecutors were 
not satisfi ed with that move. Instead, they pursued the Google execu-
tives for more than a year, convicting three of the four. Google imme-
diately appealed the ruling and proclaimed—with justifi cation—that if 
Web service companies were to be held responsible for the content their 
users upload, then none would host such content. The risks would be 
too high. If more countries were to prosecute such cases, the Web would 
not be as free, open, or interesting as it could be.2

In a very different situation, the government of Iran in February 
2010 blocked access to Google’s e-mail system, Gmail, and instituted 
a national e-mail system to take its place. This occurred just before the 
celebration of the thirtieth anniversary of the Iranian revolution of 1979
and a few months after massive protests against the government over 
a stolen election that resulted in thousands of cases of imprisonment, 
torture, rape, and murder of government critics. The Iranian govern-
ment had already infi ltrated social networking systems such as Facebook 
and Twitter to monitor protest plans. When activists turned to using 
Gmail, largely because it can be encrypted, the government took action 
against the service.3 Not coincidentally, just three weeks earlier Google 
had activated Gmail encryption by default in reaction to the news that 
hackers from China had breached the security of several Gmail users 
who were considered troublesome dissidents by the Chinese govern-
ment. Google had immediately threatened to dismantle aspects of its 
carefully designed operation in China and said it would consider pulling 
out of providing services to China entirely.4



THE GOOGLIZATION OF THE WORLD 117

Such cases demonstrate the extent to which the world has been Googl-
ized. Even cities, towns, and universities obsess about their visibility, 
rankings, and reputations on Google and bend to the biases of this pow-
erful search service. At the same time, more and more people around the 
world have been resisting the universalizing tendencies of Google. They 
are demanding exceptions and reconsiderations. Thus Google is strug-
gling to maintain its vision and principles while itself bending slightly 
to the wills of states, institutions, and communities in a diverse world. 
And increasingly, the company devoted to liberating information and 
connecting the world has to deal with life-and-death consequences of 
its investments and activities.

In 2009, Google faced a confl ict that put it between two countries 
with nuclear powers and the world’s most important growing econ-
omies, China and India. For more than fi fty years, the two countries 
have been contesting their shared border between Tibet and the Indian 
state of Arunachal Pradesh, occasionally to the point of combat. Google 
Maps originally depicted the territory as Indian. As of late 2009,
Google Maps users in China saw the area marked as part of Tibet; 
those in India still saw it designated as part of India. Google Maps 
applied the same treatment to disputed areas of the Indian states of 
Jammu and Kashmir, which have majority Muslim populations and 
have been claimed by Pakistan since the two nations were divided 
in 1947.5 As its infl uence and operations expand around the world, 
Google is fi nding it diffi cult to keep everyone happy and stay true to 
its mission.

THE CHINA SYNDROME

Of all the issues that have tangled and troubled Google, none is as serious 
and complex as the company’s relationship with the People’s Republic 
of China. The story of Google in China started around 2004 and seemed 
to end with a whimper in 2010. In the summer of 2009, the Chinese 
government had deployed all its technologies of Internet censorship to 
block its residents’ access to social networking services such as Twitter 
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and Facebook, and it has also blocked access to many Google services, 
such as Blogger and YouTube.

All of this tension was put into sharp relief in January 2010 in an inci-
dent that revealed to the world the level of insecurity in global online 
systems and the extent to which the Chinese government was willing 
to go in order to hunt down its critics. Just a week before U.S. secre-
tary of state Hillary Clinton was scheduled to make a major speech 
emphasizing her country’s commitment to freedom of communication 
in digital networks, Google announced that servers located far from 
China had been breached by someone operating within the People’s 
Republic. Many assumed that the hackers were working at the behest 
of the Chinese security services, as several of the Gmail accounts that 
had been compromised belonged to dissidents and critics of the govern-
ment. But that assumption was impossible to prove, and the Chinese 
government denied it. In the days that followed, Google made it clear 
that at least thirty U.S. companies had also had their servers breached 
by the same attackers from China. Realizing that its security was inad-
equate, Google immediately bolstered some features. It also announced 
that China had made it impossible to continue to operate as it had been 
doing. Google would no longer cooperate with the government in its 
efforts to censor search results, the company pledged. Instead of facing 
a major scandal and stories of the dangerous lack of security among 
major Internet companies, Google managed to turn the story into a 
defense of human rights and free speech.

Google risked quite a bit by taking a stand against the breaches of 
security by someone in China. For its action, the company received 
much applause and an affi rmation of support from the U.S. govern-
ment. Clinton specifi cally mentioned Google and China in her speech 
on Internet freedom, thus embarrassing China and heightening tensions. 
Google also received praise from the same human rights groups that 
had been criticizing Google’s longtime arrangement with China, despite 
the fact that Google merely expressed a desire to stop censoring Web 
searches and did nothing to ensure that people in China were able to 
fi ght or evade censorship. Then, after more than two months of stasis, 
Google announced in March 2010 that it would no longer offer Google
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.cn, the Mandarin-language search service operated within China under 
the critical eye of Chinese censors.6

The Google move was mischaracterized as a “pullout” and celebrated 
as a victory for human rights by activists in the United States. But it was 
neither. Google merely redirected users in China to its Hong Kong–based 
search service, which was not actively censored by Google. However, the 
Chinese government itself censors and often blocks access to the Hong 
Kong–based Chinese-language version of Google. So no one in China 
ever sees an uncensored version of Google search results. In addition, 
Google retained its partnerships with Chinese fi rms to produce mobile 
phones. It also maintained its research activities and offi ces in China. 
There was no “pullout,” merely a redirection of data and a misdirection 
of public understanding.

In closing down Google.cn, Google made the decision to abandon 
many millions of users—and thus potential advertising revenue. 
For decades, American companies have been weighing the risks and 
benefi ts of engaging with China for manufacturing and marketing. 
Despite risking worldwide shame for colluding with a brutal regime, 
companies have realized that China has the potential to generate 
many important ideas, technologies, and scientifi c breakthroughs. 
More immediately, the importance of a population of 1.3 billion people 
as a source of labor and a market for products and services is 
undeniable.7

Ultimately, Google’s concessions gave the government of the Peo-
ple’s Republic of China exactly what it wanted—to be rid of a trouble-
some company that was never comfortable operating under Chinese 
law. In its efforts to enlist the Obama administration and Secretary of 
State Hillary Clinton to its cause, Google managed to get itself tarred 
by nationalists in China and the Chinese government as a puppet of 
the U.S. government, thus undermining at least some of the goodwill 
it had built up as a cosmopolitan, apolitical technology company. Web 
users in China now must use one of the homegrown, completely con-
trolled search engines or the censored, Hong Kong–based version of 
Google. The company lost out in this move, and the people of China 
gained nothing. And the Chinese government can rest easier now that 
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Google will not be the source of troublesome infl uences leaking into 
the country.

Human rights and free-speech advocates had argued for years that in 
its relations with the Chinese government, Google was rendering itself a 
part of that government’s structures of oppression. They argued that it 
abrogated the duties and obligations of corporate responsibility. As the 
Harvard computer science professor Harry Lewis put it in the debate 
on National Public Radio in November 2008 (see chapter 2), Google 
violated its “Don’t be evil” motto by creating Google.cn along the very 
lines that the Chinese government demanded: Google merely “chose the 
more profi table of the two evils,” passively allowing censorship rather 
than actively engaging in it. The results for the Chinese people are, of 
course, the same.8

From the point of view of both promarket neoliberals and techno-
fundamentalists, however, Google’s presence in China improved trans-
parency and offered aid to those who struggle for basic human rights; it 
thus worked to reform a corrupt system by allowing a little bit of light 
into an otherwise dark environment. Esther Dyson, one of the visionaries 
of the information age, responded to Lewis by arguing for the transfor-
mative, perhaps revolutionary power of information technology. “The 
great virtue of the Internet is that it erodes power, it sucks power out 
of the center, and takes it to the periphery, it erodes the power of insti-
tutions over people while giving to individuals the power to run their 
own lives,” she said. “Google by its very presence and its operation, 
even if it’s incomplete, creates increasing expectations for transparency, 
it starts people answering questions. It gets them to expect to be able to 
fi nd out stuff.”9

In fact, Google played no role in actively oppressing the Chinese 
people—and almost no role in their potential liberation either. These 
two diametric positions—that Google is part of the problem in China 
and that it is part of the solution—emerge from a lack of understanding 
of both the Internet in general and Google’s policies and services in 
China. If the People’s Republic of China ever opens itself up to 
the turmoil of free speech and democratic accountability, it will not 
be merely because the Internet was free and open or because Google 
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did not help the government limit access to certain sites. Nothing is 
that simple.

TECHNOLOGY AND REVOLUTION

When I started to research this book, I expected to berate Google for its 
lack of corporate accountability in taking an acquiescent stance toward 
the Chinese government. The prodemocracy events of 1989, in China 
and elsewhere, forged my political consciousness. As the journalism 
scholar Jay Rosen has said, “There are 1945 democrats. There are 1968
democrats. I am a 1989 democrat.” I too am a 1989 democrat. On June 
4, the day the Chinese military slaughtered hundreds of peaceful dem-
onstrators in Beijing, the freshly legalized Polish labor union, Solidarity, 
unseated the Communist government in a fair election, thus sparking a 
series of democratic revolutions throughout the world. By October 1989,
the East German dictator Erik Honecker had resigned, and Hungary 
had become a parliamentary republic. By November, the pro-apartheid 
National Party in South Africa had begun dismantling the racist system 
and inviting full political participation by the oppressed black majority. 
Also in November 1989, the “Velvet Revolution” began in Czechoslova-
kia, and the country’s Communist Party announced it would hold free 
elections in December. The Czech poet Václav Havel later was elected 
president. Brazil also held its fi rst free elections that December, after 
twenty-nine years of military rule. The year ended with the Romanian 
dictator Nicolae Ceauşescu being overthrown and executed in Romania. 
These and other events contributed to the dissolution of the Soviet empire 
and eventually the Soviet Union itself by late 1991.

In 1989, as a young man of twenty-three, I could not have been more 
optimistic about the prospects for justice and democracy in my country 
and the rest of the world. As accounts of these revolutions emerged, 
stories circulated of how new communication technologies had played 
a part in the successful resistance to oppression. The proliferation of fax 
machines in Eastern Europe and the Soviet Union, for instance, report-
edly facilitated activism and awareness among networks of dissidents.10
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One business writer voiced this common belief by boldly stating, “The 
fall of Communism in Eastern Europe is the direct result of new infor-
mation technologies.”11 To a naive young American like me, fascinated 
by new technology and devoted to the belief that free speech can be 
deeply and positively transformative, this simple connection between 
a new technology and stunning historical events was irresistible. Such 
a techno-optimistic story accorded well with other views I held at that 
time: that the Reformation and Enlightenment were driven, or made 
necessary, by the emergence of the printing press in fi fteenth-century 
Europe, and that mass-market pamphlets such as Thomas Paine’s 
Common Sense were essential factors in the birth of the American repub-
lic.12 Of course, this view was far too simple an explanation for the 
sudden (and, in many places, temporary) spread of democracy and free 
speech. Historians of both politics and technology knew the story was 
more complex.13

New communicative methods and technologies certainly play a role 
in rapid social and political change. But like many others, I put too much 
emphasis on them and discounted the remarkable human struggle, raw 
courage, and ideological effort that were more instrumental in the over-
throw of oppressive regimes—especially in places like South Africa and 
Brazil. In Postwar: A History of Europe since 1945, the historian Tony Judt 
credits different factors for the success of liberation movements in each 
country of Eastern Europe. In Hungary, Judt explains, a youthful reform 
movement within the Hungarian Communist Party pushed the govern-
ment at its weakest points. In East Germany, the decision to alter a solidly 
analog technology—the Berlin Wall—and allow Berliners to travel back 
and forth had by late 1989 created a political tide the Communist Party 
could not withstand. All of this change in the satellite nations was 
reinforced by the progressive weakening of the Soviet state, caused in 
part by its futile war in Afghanistan.

In addition, change was rapid within Soviet society itself. The Soviet 
leader Mikhail Gorbachev invited the growth of a nascent public sphere, 
Judt writes, by engaging in glasnost, or a policy of openness, thus allow-
ing dissent to be expressed through clubs, meetings, and publications. 
Glasnost even liberalized what appeared on Soviet television—a far 
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more powerful and universal medium than the fax machine. Gorbachev 
himself decided to break the Communist Party’s monopoly on news and 
information. Once Moscow was weakened, dozens of other factors—
including the efforts of labor unions, religious leaders, poets, and crim-
inals—could chip away at the foundation of Communist oppression 
across the Soviet Union and its satellites.14

Judt acknowledges that the most surprising thing about the revolu-
tions of 1989 (in Europe, anyway) is that they all happened within such 
a short period, despite the distinct causes and conditions in each nation. 
He concludes that communication technology did play an important role 
in the speed and spread of the revolutionary spirit, but it was not the 
fax machine that motivated people to rise up: it was television. When 
viewers in Czechoslovakia and Germany could see local uprisings on 
television in their own living rooms, they encountered what Judt calls 
“instant political education, drumming home a double message: ‘they 
are powerless,’ and ‘we did it.’ ” Just as important, Eastern Europeans, 
along with the rest of the world, watched the events in Tiananmen 
Square. They were struck, as I was, by the bravery of the protesters and 
the brutality of the state. They were no doubt inspired by the peaceful 
revolts that seemed to spring forth almost simultaneously all over the 
world. Global television, which relayed these events instantly, gave them 
both inspiration and a set of models to emulate. For the fi rst time, they 
knew they were not alone.15

By focusing on the novelty of communicative technologies and assum-
ing that their arrival in a place causes—rather than coincides with or 
aids—rapid change, we tend to downgrade the importance of factors 
as obvious and powerful as changing a government policy, opening a 
gate, or waging a disastrous and debilitating war in Central Asia. The 
introduction of a powerful and effi cient mode of communication such as 
the fax machine or the Internet can amplify or accelerate a movement, 
provided that the movement already has form, support, substance, and 
momentum. Technologies are far from neutral, but neither do they inher-
ently support either freedom or oppression. The same technologies, as 
we have already seen, can be used both to monitor and oppress a group 
of people and to connect them in powerful ways.16 The way a society 



124 THE GOOGLIZATION OF THE WORLD

or a state uses a technology is as important as the design and capacities 
of that technology.

Communicative technologies certainly matter to the struggle for 
freedom, but how and how much? In any oppressed society, dissenting 
ideas and criticisms exist and fl ow, even when impeded by technology 
and law. They seep through the cracks in the system, and every system 
has cracks. As Robert Darnton writes about systems of censorship and 
their fl aws before the French Revolution, “It was not simply a story 
that pitted liberty against oppression but rather one of complicity and 
collaboration.”17 Recent events in China demonstrate how the complex 
relations of technology with oppressive regimes and liberation move-
ments play out, and the ways in which technological innovations, such 
as those offered by Google, function in collaboration and complicity with 
both the forces of repression and the forces of liberation.

THE MYTH OF THE “GREAT FIREWALL”

Despite common perceptions, China is hardly sealed off from the rest 
of the world. It never has been, even during the brutal Cultural Revolu-
tion of the late 1960s and early 1970s. The outside world was shocked to 
discover, after the fact, that millions of Chinese had starved during the 
economic “reforms” of the Great Leap Forward in the late 1950s and that 
Chinese society had been fractured right down to the level of the family 
during the Cultural Revolution. But there had been hints and indications 
all along that life in China during these periods was intolerable for many. 
Only the scale was hidden.

The standard views of China vacillate between a rising and dynamic 
economic giant and a brutal totalitarian society that forces its citizens 
to curb their associations and imaginations. Neither of these models is 
accurate. China has a thriving market economy whose macroeconomic 
and large-scale investment policies are signifi cantly guided by the central 
state. It has a state apparatus that is just as corrupt and incompetent 
as it is vicious—although it displays its brutal effectiveness without 
hesitation when it needs to, as events in Tibet in 2008 demonstrated.18
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China is still authoritarian, tolerating little overt dissent over certain 
policies, such as treatment of dissident religious groups, pornography, its 
efforts to destroy Tibetan culture, or the protests in Tiananmen Square on 
June 4, 1989.19 Yet despite these repressive and restrictive measures, 
China has plugged itself into to the world’s social, economic, and techno-
logical fl ows. It has more Internet users than any other country, despite 
the fact that only 16 percent of the population was online regularly as 
of 2009.20

The style of state censorship in China thus is complex. There is no 
“Great Firewall,” as many of those reporting on China have asserted.21

China’s Internet fi ltering and blocking policy is not sturdy and impene-
trable: it’s fl uid and situational, more like the dystopian model described 
in Aldous Huxley’s Brave New World than that of George Orwell’s Nine-
teen Eighty-Four. Distraction and consumerism crowd out meaningful 
dissent and troublesome expression.22 China has ways of blocking, 
however imperfectly, most of the sites and messages to which it objects, 
but for most people in China, site censorship affects daily life very little.

China cranks up the tools of censorship during times of potential 
social unrest, such as the 2008 Olympics, the twentieth anniversary of 
the June 4 massacre, and protests in Tibet. When they do block access 
to a site or a service, Chinese censors mask the nature of the disrup-
tion by indicating that a connection has failed or been reset, rather than 
blocked or forbidden. This subtle tactic serves to frustrate the general 
user in China without generating clear and targeted resentment against 
the state.

Forbidden material is not completely unavailable to Chinese Inter-
net users. It’s just a challenge to get it, and searching for it puts users 
at risk of state reprisal if their usage is being monitored. Those adept 
at technology may fi nd their way through the cracks in the system by 
using encrypted messages or proxy servers to hide or fool the govern-
ment’s censoring and surveillance technologies. The Chinese Internet 
censorship project does not pretend to seal China off completely from 
certain sources or ideas. It just hopes to marginalize and track potential 
dissidents. The Chinese government has a strong interest in deterring 
those who would use the Internet to coordinate trouble or unrest and in 
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generating fear among them, but it has just as strong an interest in ensur-
ing that commerce fl owers in China. Global commerce depends on a 
reliable and malleable communication infrastructure such as the Inter-
net. Commerce also requires tools such as strong encryption and virtual 
private networks (VPNs) to protect sensitive data and trade secrets. 
So China will not outlaw use of the Internet or enforce restrictions on 
methods of protecting information.

As a result, China has built a fascinating and fl exible system that 
simultaneously allows it to grant private fi rms the ability to exploit the 
Internet with almost as much freedom as American and European com-
panies have, to distract the greater population with the prospects of 
consumption and entertainment, and yet to hamper political and reli-
gious dissidents enough to limit their infl uence on daily life. That’s not 
to say that China’s Internet is “open” or “free”—far from it.23 Elites, as 
always, can wangle more freedom than the rest of Chinese society. As 
the journalist James Fallows has explained, the most effective aspect of 
Chinese Internet policy is its unpredictability. China has harnessed the 
power of inconvenience as its most effective weapon in stifl ing political 
dissent and even awareness.24

The result of this unpredictability is that global technology companies 
operating in China simultaneously enable new forms of dissent and the 
repression of it. It’s in this more subtle way that Internet technology 
companies are simultaneously complicit with repressive regimes and 
subversive of them.

China’s Internet is penetrable by technologically adept dissidents 
and others who seek to communicate the truth about the regime; it is 
also a means of conducting surveillance of them. Amnesty International 
reminds us that China has imprisoned more journalists and bloggers 
than any other state.25 Chinese offi cials can use Internet surveillance tech-
niques to crack down on anyone who crosses an invisible and unpredict-
ably shifting line. China’s Internet is more centralized than most of the 
world’s networks. All traffi c fl ows through three fi ber-optic cable nodes 
and then to the rest of the world. This architecture allows the govern-
ment to block access to certain sources of data.26 China also employs 
several thousand offi cials who share the duty of policing Internet use, 
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mostly in cafes. The government sponsors several important Internet 
fi rms, such as the search-engine company Baidu. And China extracts 
important provisions and promises from foreign companies that offer 
Internet services in China.27

China offers foreign companies, including Internet technology compa-
nies, vast opportunities for growth in market share, revenue, and human 
capital. The lure is irresistible. But as Yahoo discovered, the technology 
a company provides in China can serve contradictory ends. When an 
activist named Wang Xiaoning used his Yahoo e-mail account to dis-
tribute some anonymous writings criticizing the Chinese government’s 
handling of the events of May and June 1989, he was arrested; he began 
serving a ten-year sentence in 2003. During his trial, prosecutors intro-
duced evidence obtained from Yahoo’s China branch identifying Wang 
as the distributor of the incriminating messages.28 Then, in 2003, Chinese 
authorities arrested a dissident named Li Zhi and sentenced him to eight 
years for “inciting subversion.” Again, Yahoo supplied the information 
needed to track Li’s messages.29 Another, more famous case involved a 
poet and journalist named Shi Tao, who had sent an e-mail revealing a 
Communist Party directive concerning Tiananmen Square dissidents to 
someone in the United States. Shi was well known to Chinese authori-
ties for his criticisms of human rights abuses. So when Yahoo revealed 
his e-mail account information to Chinese authorities, they were able to 
track Shi as the source of the offending e-mail. Shi was sentenced to ten 
years in prison in April 2005.30

Once word reached the United States that Yahoo was complicit in 
the persecution of political dissidents, a furor ensued. Yahoo has faced 
a lawsuit fi led by human rights organizations, widespread criticism 
among bloggers and activists, shareholder objections, and a grilling by 
a U.S. congressional committee examining the roles of American compa-
nies such as Yahoo, Cisco (which supplies the servers that facilitate much 
of the surveillance and site blocking in China), and Google. Yahoo, of 
course, defended its actions by saying that it cannot violate the laws of 
a country in which it does business, and it cannot be held responsible if 
its users violate laws. It also claimed that its American affi liate owned 
only 40 percent of Yahoo China. The majority owner was another Chinese 
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search-engine and service provider, Alibaba.com. Since 2005, Alibaba.
com has assumed complete control over Yahoo in China.

In every discussion about the role and responsibilities of Internet com-
panies in China, the plight of dissidents has played a central role. These 
cases have generated calls for American companies to forge a set of best 
practices or a code of conduct that would limit the extent to which their 
resources could be used by the Chinese government to violate basic 
human rights. In the 1980s, many American and European companies 
signed the Sullivan Principles, which established a code of just conduct, 
when the South African government practiced brutal oppression against 
its black majority. So far, foreign companies have failed to outline such 
provisions for China.

The Yahoo saga has cast a shadow over Google as well, even though 
Google has operated in a very different way in China. The application 
of Internet technology in China shows an inevitable interplay between 
complicity with repression and the potential for liberation. Contrary 
to the assertions of techno-fundamentalists, such technology does not 
inherently further either liberal democratic or neoliberal economic and 
political ends. There is no “Great Firewall” in China, but neither has 
Internet technology led to the ends that its proponents predicted. China 
certainly embraces Internet technology, but it uses it in its own way.

CHINA AND RESISTANCE TO INFRASTRUCTURAL IMPERIALISM

Google never put itself in a position to turn over information about 
Chinese dissidents’ e-mail accounts to the government, because the 
company decided years ago not to host e-mail or any other service that 
might require such revelations within China. But because of the nature 
of its relations with China, Google could not escape complicity with the 
repressive policies of the Chinese regime. Google.cn offered only a fi l-
tered version of Google’s search engine to Chinese users. To do business 
there, it had to compromise its avowed commitment to providing access 
to everything by everybody. Rather than impose its own values, it had 
to accede to the way the Chinese regime does things.
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Before 2006, Google did not have servers or services located in the 
People’s Republic of China. Chinese users could reach Google by con-
necting to Google.com and its servers in the United States. Of course, 
this meant that the Chinese censors could block all Google services if 
they decided that something offended or troubled them. This happened 
often between 2002 and 2006. Moreover, having Google’s data pass 
through China’s three central nodes and fi lters meant that Google was 
signifi cantly slower than search engines with servers based inside China. 
Google was facing the prospect of becoming irrelevant to Chinese users, 
excluded from gathering advertising revenue from one of the fastest-
growing consumer economies in history, and facing irregular and arbi-
trary blackouts of its service for which the company would most likely 
be blamed.

Consequently, by late 2002, it became clear that Google was not 
going to be able to gain purchase in the Chinese market if it retained 
its public commitment to universal access to free thought and expres-
sion. “We faced a choice at that point,” Google vice president Elliot 
Schrage told a congressional subcommittee in 2006. “Hold fast to our 
commitment to free speech and risk a long-term cut-off from our Chinese 
users, or compromise our principles by entering the Chinese market 
directly and subjecting ourselves to Chinese laws and regulations.” For 
a while, at least, Google actually stayed out of China. Then, in 2005 the 
company began a series of discussions with government and human 
rights leaders in an effort to construct a model that would allow Google 
to offer dependable service in China without putting itself or its users 
in danger.31

The company launched a new service, Google.cn, in 2006. Because it 
was based in China, it worked quickly and was tailored to local needs 
and search habits. In addition, it included a feature that revealed to 
users whether certain sites had been blocked or removed by the state. 
Most important, Google has refused to operate any services that could 
put users in jeopardy. Chinese users of Gmail and Blogger must sign 
in through the U.S.-based Chinese-language sites of Google.com. And 
search results generated by Google.com remain unfi ltered and uncen-
sored by Google, though not by China itself. As a result, of course, 
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the Chinese government still frequently blocks access to YouTube and 
Blogger with mysterious messages that “the connection has timed out.”32

China’s ability to resist the values of infrastructural imperialism, as 
espoused by Google in its formats of distribution and terms of access and 
use, stems in part from Google’s status as an international corporation. 
Google would be foolish to abandon the Chinese market. In fact, it would 
commit something close to commercial malpractice to avoid or vacate 
China. Google is not a free-speech engine: it is an advertising company. 
It is also a publicly traded corporation with a duty to provide returns 
to its shareholders, and access to the Chinese market is potentially very 
profi table. And although both the company and its critics in the human 
rights community profess a shared commitment to free speech, Google 
can’t possibly rise to the level of its own rhetoric on such matters.33

In many areas of speech and in many places in the world, Google 
similarly compromises its principles, usually to conform to local laws. 
In Germany and France, Google limits access to sites that promote anti-
Semitism. In most of the world, Google limits access to images that 
display signifi cant amounts of human skin. In the United States, Google 
quickly removes videos from YouTube if a just few people fl ag them 
as inappropriate. And because United States copyright law makes it 
easy for a company to remove a digital fi le from any Web server if it 
potentially infringes on copyright, such claims can be an effective tool 
of censorship as well.

It’s hardly fair to compare the practice of conforming to standards of 
decency and copyright laws in relatively liberal nations with the par-
ticipation in widespread practices of political censorship in places like 
China. But the company invites such a comparison by consistently assert-
ing—no matter the context or issue—that it conforms to local laws and 
standards in matters of censorship. If you have a problem, the company 
is saying, take it up with local offi cials.34

Even so, Google offi cials continue to insist that the company is com-
mitted to the principles of free speech and that instances of censorship 
by the company are exceptions, rather than standards.35 This contradic-
tion creates a point of friction between Google’s public philosophy—that 
is, what it says and believes about itself—and how it negotiates its 
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positions and practices around the world. Certainly, Google is bound to 
conform to the laws of the countries in which it operates; so if Chinese 
offi cials demand that Google remove access to certain sites or subjects, 
the company claims it must obey. Human rights groups counter that 
Google is obliged to obey all of Chinese law and point out that the con-
stitution of the People’s Republic of China guarantees free speech. So 
Google, they say, is choosing to conform to Chinese law only in a way 
that causes it the least trouble and inconvenience.

China’s ability to resist the values of infrastructural imperialism stems 
in part from its sheer size and geopolitical power. The contradiction 
between Google’s principles and practices and the public outcry over 
the Yahoo decision to expose activists to persecution have generated a 
fi rm call for a shared code of conduct for global Internet corporations 
that deal with China. However, it’s not clear whether pressure by liberal 
groups in North America and Western Europe is suffi cient to counter 
the potential revenue that companies stand to gain from operating in 
China with the government’s approval. Holding fast to principle might 
be easier in a smaller, poorer, and more oppressive country, such as 
Burma or Saudi Arabia.36

In recent decades, as global corporations have grown in infl uence, 
lawyers and theorists have been working to expand the reach of human 
rights law to cover corporate actors as well as states. The roles of the 
diamond industry in the slaughters and civil wars of Central Africa, 
of petroleum companies such as Shell in the support of the totalitarian 
junta in Burma, and of mining companies in the degradation of places 
such as Irian Jaya in Indonesia have sparked strong reactions. The 
connection between the interests of these companies and the brutality 
that exists in these places is impossible to deny. So far, however, this 
effort has not yielded tangible results. There is scant legal foundation 
for sanctioning companies for cooperating with states in the oppres-
sion of their own people. In addition, states sign human rights treaties; 
companies do not. Because current law does not hold companies liable 
for complicity in human rights violations, legal reformers are pushing 
for changes to international law that would treat such complicity as 
a crime.37
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In fact, Google’s role in China never precipitated a serious human 
rights showdown, because the company lacked leverage to either open 
up China or make it more oppressive. In 2009, Google controlled less 
than 21 percent of the China search market (as defi ned by the share of 
total searches; its share of search-based advertising revenue was higher, 
at 29.8 percent). That fi gure was more than two points lower than in the 
last quarter of 2008, so Google’s market share was actually falling slightly 
in China in 2008–9. Because the number of searches within China rose 
41.2 percent between the fi rst quarter of 2008 and the fi rst quarter of 
2009, even a 21 percent share of the searches represented a lot of busi-
ness to be done and money to be made. Nonetheless, Google was hardly 
the cultural and political factor in China that it is in North America 
and Europe.38

The Chinese search site Baidu.com controls more than 74 percent of 
the search market.39 There are many reasons for its dominance. First 
and foremost, its early lead in market share gave Baidu more data with 
which to customize search results and services. Second, as of mid-2009,
Google.cn offered fewer search services and features than Baidu did: 
while Google holds back from China many of its most attractive services 
to avoid human rights dilemmas, Baidu offers a wide array of locally 
based (and thus fast) services (online chat, children’s material searches, 
legal searches, and access to government websites). Baidu also appeals 
to the growing nationalistic spirit in China, because many young people 
are wary of the infl uence of multinational corporations and proud that 
a Chinese fi rm can best one of the most powerful and popular in the 
world. Baidu also has the advantage of building its code from the ground 
up to serve searches in simplifi ed Mandarin, whereas Google has had 
to translate many of its tools and services into Mandarin. Perhaps most 
important, for several years Baidu has taken advantage of China’s notori-
ously lax copyright enforcement to allow its users to fi nd unauthorized 
audio and video fi les easily. In early 2009 Google announced a deal with 
major global music companies to offer free, authorized music downloads 
to users in China to compete with Baidu.40

Google has been most popular among the cosmopolitan elite and 
international businesspeople in China, rather than the young and poor 
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people who make up both the vast majority of the Chinese population 
in general and—more important—most of the potential market for Inter-
net services. Given Baidu’s much greater overall popularity, there is no 
reason to believe that Google’s market share would have grown signifi -
cantly over the next few years. But by commanding a valuable slice of 
the market—those who buy and travel more—Google had the potential 
to continue increasing its revenues and share of total revenues, even if 
its total market share continued to shrink.41

If we consider the wide array of tools that the Chinese government 
uses for security, surveillance, and censorship on the Internet and also 
consider how small are Google’s market share and thus its infl uence 
in China, we can’t help but conclude that Google has never mattered 
much in issues of commerce, politics, or justice in China. If that is the 
case, Esther Dyson was wrong to believe that Google’s compromise with 
Chinese laws and standards could generate any measurable benefi t to 
Chinese dissidents or promoters of religious freedom and democracy. 
The elites in China, those most likely to fi nd value in Google, are also 
most likely to be aware of the global criticism of the Chinese stance on 
human rights, the technologies of censorship and surveillance, and the 
fate of the leaders of the uprisings in 1989. The vast majority of people 
in China, however, are satisfi ed with the commercial and entertain-
ment services that Baidu offers. Even if Google.cn had offered access to 
somewhat more of the complicating and troublesome political informa-
tion available in the world, there might not have been a demand for it. 
Web search is inherently conservative: the key to providing effective 
and attractive search services is to limit the number of surprises users 
will encounter. Largely because of Google’s expertise, such services now 
deliver to users almost exactly what they think they want. If they don’t 
want to look for trouble, they don’t fi nd it. Powerful and effective Web 
search thus inhibits rather than promotes social and political change.

Political change in China and elsewhere can only arrive when Chinese 
public culture demands it and presses the state at its points of great-
est weakness.42 We make a grave mistake by relying on technologies to 
change societies. Technologies are embedded in societies and cultures. 
They are not distinct and independent drivers.43
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GOOGLE AND THE PROSPECTS FOR A GLOBAL CIVIL SOCIETY

Resistance to infrastructural imperialism and the spread of the values 
espoused by techno-fundamentalists is scarcely limited to oppressive 
regimes. China is hardly the sole example of a state that effectively 
censors Internet traffi c and thwarts political dissent. As the Internet 
scholar Rebecca MacKinnon wrote during the June 2009 crackdown on 
Google and other Internet services in China, “The Internet censorship 
club is expanding and now includes a growing number of democra-
cies. Legislators are under growing pressure from family groups to ‘do 
something’ in the face of all the threats sloshing around the Internet, and 
the risk of overstepping is high.” Germany was considering a national 
censorship system through which Internet service providers would be 
required to block a secret list of sites. Australia and the United Kingdom 
have for a number of years maintained a similar national censorship 
list.44 While none of these states censor as pervasively, disruptively, or 
effectively as China does, it’s clear that China has strong partners in 
efforts to restrict the use of the Internet.

In each of these countries, Google follows orders from the state and 
thus actively (albeit tangentially and grudgingly) participates in the 
censorship of the Internet. Even in the United States, digital copyright 
laws have forced Google to aid the Church of Scientology in its efforts 
to squelch Web critics. In addition, the United States has for a decade 
been requiring libraries and schools to install Web fi lter software similar 
to the software that the Chinese government attempted to mandate for 
all Chinese computers for the same overt reason: to restrict access to 
sites suspected of supplying pornography. Such software, of course, also 
restricts material of political signifi cance. As I have stated above, mea-
suring by scale or effect, it’s improper to compare the Chinese efforts to 
restrict the fl ow of information with those of the United States and other 
democracies. But it’s a mistake to single out China as the only signifi cant 
place where Web censorship is a matter of policy.45

The liberal values espoused by techno-fundamentalists and corpora-
tions such as Google encounter resistance when they meet the realities 
of corporate and nation-state behavior. The struggle to speak freely on 



THE GOOGLIZATION OF THE WORLD 135

the global network of networks illustrates the daunting challenges of 
forging a “global civil society” or a media environment in which citizens 
around the world can organize, communicate, and participate openly 
and equally. What, then, are the potentials for actually realizing those 
ideals?

In part, the answer lies in the development of entities that lie outside 
state sovereignty and outside the economic imperatives and constraints 
of the corporation. As communication and transportation technolo-
gies have connected people in more effi cient ways over the past three 
decades, we have seen the rise in importance of organizations and social 
networks that operate across borders and outside state control. Paradig-
matic civil-society organizations include Amnesty International, Oxfam, 
Falun Gong, the Catholic Church, the International Olympic Committee, 
FIFA, and the International Red Cross. But this category also includes 
smaller and more diverse collections of people who come together tem-
porarily to support protesters against the government of Iran, Swedish 
Internet hackers who enable massive fi le sharing, and advocates of a 
violent, bigoted brand of Hinduism.

“Civil society” is a messy and not always benevolent construct.46 The 
political theorist John Keane defi nes global civil society as “a vast, inter-
connected and multi-layered non-governmental space that comprises 
many hundreds of thousands of self-directing institutions and ways of 
life.”47 Certainly, global civil society already exists. Elements of it are 
divergently global, civil, and societal, and most of these institutions ante-
date the Web. An ideal global civil society, different from the actual civil 
society we have now, would foster a cosmopolitan sense of identity and 
a commitment to the common good of the whole planet. So we must ask 
to what extent and in what ways Google can help create and support 
such a society, to what extent and in what ways it hinders it, and what 
we can do to promote the common good on a global scale.48

A “public sphere,” according to the German philosopher Jürgen 
Habermas, is “a realm of our social life in which something approach-
ing public opinion can be formed. Access is guaranteed to all citizens. 
A portion of the public sphere comes into being in every conversa-
tion in which private individuals assemble to form a public body.”49
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According to Habermas, early examples of public spheres emerged in 
Europe soon after the rise of nation-states and a commercial middle class 
in the eighteenth century. The tragedy of the public sphere, Habermas 
argues, is that its core institutions, such as newspapers and broadcast-
ing, became so rampantly commercialized in the nineteenth and twenti-
eth centuries that they failed to support the goals of keeping a republic 
informed and engaged. When it comes to the Web and the infl uence 
of Google on the Web, we can see a case study in which Habermas’s 
narrative of the collapse of the public sphere has unfolded in a very 
short time.50

The global network of networks that we call the Internet represents the 
fi rst major revolution in communications to occur since Habermas’s infl u-
ential historical work, The Structural Transformation of the Public Sphere,
was fi rst published in 1962.51 Habermas described a moment in the social 
and political history of Europe in which a rising bourgeoisie was able 
to gather in salons and cafes to discuss matters of public concern. The 
public sphere represented a set of sites and conventions in the eighteenth 
century in which (almost exclusively male) members of the bourgeoisie 
could forge a third space between the domestic sphere and the sphere 
of formal state power. It was a social phenomenon assisted by a com-
municative development: the spread of literacy and the rise of cheap 
printing in Europe.

Habermas asserts that such a space had not existed in Europe in a 
strong form before the eighteenth century and that by the end of the 
nineteenth century it had undergone some profound changes. On the one 
hand, the democratic revolutions in the United States and France, par-
liamentary reform efforts in England, and the unsteady lurches toward 
republics in Germany and other parts of Europe eventually codifi ed 
many of the democratic aspirations of the public sphere: openness, 
inclusiveness, and fairness. On the other, by the dawn of the twentieth 
century, the corporatization of communicative functions across nation-
states had drained the bourgeois public sphere of its deliberative poten-
tial and much of its purpose.

Habermas leaves those of us who worry about the health of demo-
cratic practice with a nostalgic model of rational discourse with liberatory 
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potential. It’s been a powerful and useful model. Habermas’s book has 
infl uenced media-reform efforts and—to a much lesser extent—media 
policy. Exhausted by trying to rebuild the classical Greek agora, we have 
set about trying to build a better coffeehouse.52

It’s no surprise, then, that as soon as the Internet entered public 
consciousness in the 1990s, cultural and communication theorists started 
asking whether it would enable the generation of a “global public sphere,” 
or, in the words of Yochai Benkler, a “networked public sphere.”53 Infl u-
enced perhaps too much by Marshall McLuhan’s model of a global 
village, scholars, journalists, and activists drove Habermasian terms into 
mainstream discussions of Internet policy and its political potential.54

Alas, the public sphere is not the best model to idealize when we 
think globally and dream democratically. Habermas’s public sphere is 
as temporally and geographically specifi c as Benedict Anderson’s notion 
of “imagined communities” and has been similarly misapplied to dispa-
rate experiences that don’t correspond to the specifi c historical situation 
examined by the original work. In Habermas’s story of the emergence 
and defl ation of the public sphere, both nationalism (with the rise of 
the nation-state) and capitalism play a major role. Concern for the fate 
of the nation or local affairs, he argues, drove people to assemble and 
deliberate. A global public sphere, however, is necessarily cosmopolitan 
in temperament. Therefore, members of a global public sphere must 
culturally cohere in some way. Either they must share a language, or 
they must share a value system and a common notion of truth and valid-
ity. We are far from having such a system, and it’s not clear that it’s in 
everyone’s interest to create one.55

In addition, any consideration of the potential for a global public 
sphere enabled by the Internet must confront the discrepancies of access 
and skills across the world. Often discussions of the effects of Internet 
and other communicative technologies take on the shallowest analysis 
of access. Either they assume something close to universal access to the 
network of networks or they assume that people everywhere experience 
electronic networks the same way that most Americans do: as fast, cheap, 
and out of control. In fact, fewer than one in fi ve people in the world 
have domestic access to the Internet at speeds that allow the viewing 
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of the simplest YouTube video. As late as 2009, only ten countries had 
high-speed Internet access that reached at least 80 percent of their popu-
lations; and those ten countries account for less than 2 percent of the 
world’s population. In countries where high-speed Internet is available 
in public cafes and libraries, many users have to deal with signifi cant 
fi ltering, censorship, and surveillance. So they already have a suboptimal 
Internet experience.56

But the most signifi cant gap separating potential citizens of the world 
is not necessarily access to Internet technologies and networks. It is the 
skills needed to participate in the emerging global conversation. Being 
able to use a search engine, click on a link, and even post to Facebook 
does not require much skill or investment, but producing video, running 
an infl uential blog, participating in the Wikipedia community, hosting 
a proxy server, and even navigating between links and information 
sources on the Internet demand much more money and knowledge than 
most people in the world have. To acquire such skills, people need at 
least minimal free time and signifi cant means, and many with disabilities 
are excluded regardless of education or means. The barriers to entry for 
such productions are lower than ever in human history, but they are far 
from free, open, and universal.57

To consider the prospects for a cosmopolitan global civil society or 
its cousin, a global public sphere, and the role that Google might play in 
it, we should consider the role of powerful and fl exible communicative 
technologies in places as dynamic and diverse as China, Russia, and 
India. Doing so will also allow us to assess the degree to which Google 
is now inseparable from the Web in general.

Despite its global and universalizing ambitions and cosmopolitan 
outlook, Google’s search functions are not effective in connecting and 
unifying a diverse world of Web users. Instead, its carefully customized 
services and search results reinforce the fragmentary state of knowledge 
that has marked global consciousness for centuries. Over time, as users 
in a diverse array of countries train Google’s algorithms to respond to 
specialized queries with localized results, each place in the world will 
have a different list of what is important, true, or “relevant” in response 
to any query. Already, a search done using the Indian version of Google, 
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Google.in, while seated at a computer in Charlottesville, Virginia, gener-
ates a different set of search results from the same search run in New 
Delhi, India. Google knows the general location of the searcher and struc-
tures the results to refl ect the habits expressed by others in that location.

As Google continues to localize, personalize, and particularize its ser-
vices and results, it fractures a sense of common knowledge or common 
priorities rather than enhances it. Google might indeed be “organizing 
the world’s information and making it universally accessible,” but it 
is not making universal knowledge universally accessible. Everything 
might eventually be available to everyone (although we are far from 
that state of affairs, and Google is not necessarily contributing to that 
mission equally across the world), but essential information could be 
highly ranked on Google searches in Sydney and buried on the ninth 
page of results in São Paulo. There might be signifi cant differences 
in results (and thus effective access to knowledge) between Kiev and 
St. Petersburg, or Tel Aviv and Hebron.

Just as important, the Internet itself does not simply or automatically 
universalize experience, knowledge, or communication. Although it con-
nects along certain axes, it severs along others. In Bangalore, India, a 
growing and technologically sophisticated upper middle class has been 
turning this once sleepy southern university city into a hub of invest-
ment, research, and technological expertise. The standard story of Ban-
galore’s transformation describes the city’s shiny new buildings, depend-
able electricity, and burgeoning taste for consumer goods.58 As the city 
has grown over the past two decades, it has served the infrastructural 
and lifestyle desires of global corporations and the workers and inves-
tors who support them. However, it has not necessarily served the needs 
of the vast majority of those who live in and around Bangalore—the 
very poor. The Bangalore lawyer and media researcher Lawrence Liang 
describes this and other major cities in India, such as Hyderabad and 
New Delhi: “This urbanism in India has become a signifi cant theatre of 
elite engagement with claims of globalization. . . . Imprints of the media 
industry like multiplexes, malls, and lifestyle suburbia go hand-in-hand 
with the cries of urban decay and pollution, and managing popula-
tions that are increasingly restless in the new arrangements.”59 And as 
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the media scholar Ravi Sundaram has said, “Cities are being actively 
remapped” in India. “You have sections of the city that are meant only 
for the elite, with their own power supply, air conditioning, and private 
security.”60 So although a small, but growing segment of Indian society 
is fi rmly embedded in the cosmopolitan fl ows of culture, knowledge, 
and power as a result of the remarkable investments of the past twenty 
years in India, the poor pay a disproportionate price and receive an 
inadequate return.

If there is a cosmopolitan civil society in India, it is composed of 
the few and the elite. Indian elites both contribute to and benefi t from 
being members of global civil society and contributors to its commercial 
wings. And in many ways, the members of the global, cosmopolitan, 
technological Indian elites have more in common (and thus feel stronger 
communal ties) with American and European society and similar elites 
in Bahrain or Brazil. “This space is generating an elite hybrid culture 
that is emancipated from any dialogue with issues such as public space 
and is securely anchored on the West,” Sundaram has said.61 However, 
as members of India’s technological elites converse and connect with 
expatriate Indians in the United States, Canada, and Europe, they rarely 
work to forge a sense of cosmopolitan justice. They are cosmopolitan in 
style, but not in politics.

At the same time, the Internet has provided ample space and occasion 
for the development of affi nity groups, which may be simultaneously 
parochial and international. Radical Hindu fundamentalism, which has 
contributed to the rapes and deaths of thousands of Muslim Indians in 
the past two decades, has been aided greatly by the rise of global Inter-
net communities devoted to developing a “pure” and portable sense of 
Hindu identity and thus eroding the eclectic and tolerant traditions of 
India. The Internet has thus fomented political and religious hatred and 
violence. Millions of poor people have been able to access Internet ser-
vices in recent years, thanks to the proliferation of cafes and hot spots in 
urban India, and they have generated what Liang calls signifi cant “illegal 
information cities” by using pirated software, discarded or hacked hard-
ware, and stolen electricity. But the marginal improvements to their lives 
have been trivial compared with the environmental and civic costs they 
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have incurred and the outlandish benefi ts rendered to the elites. The 
major effects of the Internet on India thus far have been incivility and 
inequality, not the makings of a global civil society.62

Linguistic differences are, or course, another barrier to the creation 
of a genuinely global civil society. Here, too, although the Internet con-
nects along certain axes, it divides along others. One exceptional aspect 
of Google’s global role is its automatic translation tool, which enables 
people to read very rough translations of documents written in other 
languages. It works very well for simple documents, such as most Web 
pages. However, complex and long documents remain beyond its exper-
tise. My recent attempt to read the Italian-language book Luci e ombre di 
Google: Futuro e passato dell’industria dei metadati, composed by an Italian 
collective, was frustrated by the poor quality of Google’s translation.63

But as Google imports more text into its linguistic-analysis computers 
and obtains feedback from users, it is certain to improve. In the mean-
time, Google is striving to add new languages to its translator software 
as events demand. When the protests over the disputed June 2009 elec-
tions in Iran broke out, Google rolled out a Farsi translation tool within 
a week.64

Even so, because language skills differ markedly throughout the 
world, Google has different effects and infl uence in different regions. 
The current trends in Web search and Web use point toward the evolu-
tion of at least two Webs with very little interaction: one using the Latin 
alphabet (with English dominating that realm) and another in simple 
Mandarin (but with as global a reach as the Chinese diaspora itself). 
The utility and universality of English on the Web in general, according 
to some scholars, have been reinforcing its position as the dominant 
language of commerce in the world. But two factors have complicated 
this trajectory: the rise of Mandarin as the fastest-growing language area 
of the Web, and the ability of Google to customize, search, and translate 
elements of the Web into dozens of languages. So the next ten years of 
the Web might see the domination of two languages on the Internet, or 
of none.65

Google is most dominant in Latvia, Lithuania, Hungary, Poland, 
Romania, Belgium, and the Netherlands, where it controls more than 95
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percent of the Web search market. Venezuela, Switzerland, Spain, Portu-
gal, Italy, Germany, France, Finland, Denmark, Colombia, Chile, Brazil, 
Argentina, and the United Kingdom are close behind, with Google con-
trolling between 90 and 95 percent of their Web search traffi c, according 
to various search industry reports in 2009.66 In examining the linguistic 
characteristics of countries where Google leads the pack, it’s hard to 
fi nd a common denominator. Most of them use the Latin alphabet, but 
several, including Latvia, Lithuania, Hungary, and Finland, use a script 
heavily marked with diacritics and thus differ signifi cantly from the 
Latinate languages of Western Europe.

Because Google does not handle diacritics well, it’s surprising that 
some new local search engine has not challenged Google in Eastern 
Europe and the Baltic states.67 Most countries that use Asian syllabic 
scripts and non-Latin alphabets fi nd locally developed search engines 
better suited for their needs. Google is far behind the local competition 
in China, Hong Kong, Japan, Taiwan, South Korea, and Russia. Each 
of these nation-states grants Google less than 40 percent of the search 
market. And each of these countries has major languages that use scripts 
that are very different from Latin.

Linguistic diversity does not explain everything, of course. As of 2009,
most of the major Web search services worked better in English and 
the languages of Western Europe than they did in other languages. In 
addition, regardless of the local language of the search engine, the legacy 
strength of English-language websites (the greater traffi c they receive as 
a result of having been up longer) biases most search engines in favor 
of English sites.68 The world, and thus the set of markets that promise 
greatest growth, is hardly biased toward English and is highly diverse. 
Web-search and portal companies certainly understand this. So it’s clear 
that linguistic diversifi cation is central to the long-term success of any 
Web company.69

There are also important differences between countries using non-
Latin languages. Google actually does worse in Taiwan, with just 18
percent of market share, than in mainland China, with 21 percent. So 
technologies of censorship might not be the most important factor to 
searchers. In South Korea (which now has a rich commitment to democ-
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racy and high-speed Internet services accessible to 70 percent of the 
population), Google has only 3 percent of the search market.70 Naver, 
the search leader in South Korea, exploits local knowledge generated 
by generous Web users to tailor search results, resulting in a sort of 
blend of Wikipedia and Google. And the fact that few Google users 
use Korean text means that Google’s computers have not been able to 
master the data in Korea the way they have in other parts of the world. 
Naver got in early on this market, so Google has had nothing but trouble 
and frustration in South Korea.71 Moreover, the Korean government has 
been pressuring Google to adopt a system by which users must identify 
themselves truthfully when posting videos or comments on YouTube, a 
policy that Google does not want to enforce. Google has been limiting 
access to some services for South Korean users rather than abandon the 
protection of user anonymity.72

Google has offered its service in Arabic since 2005, but I have not 
been able to fi nd any information on its market shares in Arab countries. 
Google does have offi ces in Amman, Jordan, and Cairo, Egypt. It offers 
Gmail to users in Egypt, despite the fact that the Egyptian government 
is just as aggressive as China in tracking down, jailing, and torturing 
political dissidents and critics. Google has not been as forthcoming about 
its concerns for the fate of its users in Egypt as it has in China, and no 
one in the U.S. Congress or major human rights groups seems to have 
raised the issue of Google’s policies in other oppressive regimes.

As Russia has lurched from fragile democracy to nationalist, authori-
tarian, one-party rule under the direction of Vladimir Putin, Google has 
been able to operate freely within the country. Although Putin’s regime 
has stifl ed journalism deemed critical of the government (to put it mildly), 
it has kept the Web relatively open. We often assume that greater Internet 
use and freedom correspond with greater political liberty, but in Russia 
over the past ten years, a steady rise of Internet use and freedom has 
been accompanied by a harsh crackdown on dissent. It’s as if the Russian 
regime believes that the Web is for shopping, and that whatever political 
organization might occur over it is a mere nuisance.73

Despite the structural openness of the Russian Internet, Google 
has not been able to establish a signifi cant or infl uential share of 
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the search market in the birthplace of its cofounder, Sergey Brin. Yandex, 
a Russian company with close connections to the state, had 44 percent 
of the search market in 2008; Google had only 34 percent. At the time, 
only about 25 percent of Russians were regular users of the Internet, 
so the potential for growth and change in that market was signifi -
cant. Yandex also controls many wi-fi  access locations and a popular 
photo-sharing site. Yandex and Rambler, the second most popular 
Russian search engine, have the advantage of being programmed 
natively in Russian, using the Cyrillic alphabet. Yandex specializes in 
offering Cyrillic-text sites in other related languages, such as Ukrainian 
and Belarusian.

Russian grammar is complex and very different from that of most 
European languages. Because search techniques now demand complex 
linguistic analysis, Google’s lead in these areas of research for Western 
European languages is no help in the Russian market. What growth 
Google has experienced since its debut in Russia in 2006 can therefore 
be attributed to its infl uential ancillary services, such as YouTube and 
Google Maps. And in Russian markets, political connections and the 
support of the state can matter just as much as or more than the quality 
of the service. Because of this complex ecosystem, it’s hard to imagine 
Google prevailing or even growing signifi cantly if Russia becomes even 
more nationalistic than it already has. If, on the other hand, Russian 
society and government open up and liberalize, one could imagine 
Google playing an important role in that process. Once again, social and 
cultural conditions would drive the change in the media environment, 
rather than the other way around.74

Perhaps Google does better in countries with more internal linguistic 
diversity. The United States, which is largely monolingual (although 
Spanish is America’s second language), gives Google only about 72
percent of its Web-search business—although this number has been 
climbing steadily since 2005. Google does slightly better in bilingual 
Canada, with 78 percent of the market. India, the most multilingual of 
major economic powers (with twenty-one major languages in use), is a 
much better market for Google, with more than 81 percent of the search 
market.75
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Many of the searches in India are done in English, which is the standard 
language of commerce across the country of more than a billion people—
more than 17 percent of the world’s population. Unlike Korea, where 
mastery of one script and one language has been the key to success for 
Naver.com, India offers Google an ideal environment to demonstrate its 
fl exibility, adaptability, and computational power. Google has invested 
much in automatic translation within and among Indian languages. 
As of mid-2009, Google offered its service in nine of India’s languages: 
Hindi, Bengali, Telegu, Marathi, Tamil, Gujurati, Kannada, Malayalam, 
and Punjabi. Although India is a major high-technology incubator, its 
software engineers have yet to produce an effective local search engine 
that does anything more than mimic Google’s look and feel.76

LOCAL CULTURE AND THE RESISTANCE TO COSMOPOLITANISM

Although the Internet may have great potential to unite the world, it 
has done so unevenly over the past twenty years. Rather than act as a 
membrane that connects everyone with everyone and everyone with 
every piece of knowledge equally, the Internet allows for punctuated 
connections. It succeeds best at uniting diasporic communities and at 
forging political alliances both within and across borders. Google’s role 
in these phenomena has been anything but simple. In its search func-
tions, Google has increased the “tribalization” of the Web, letting Dutch 
football fans and people of Maori descent fi nd each other and reinforce 
their shared opinions. It fractures the world in new ways even as it 
unites it in other new ways. One aspect of global civil society, what we 
might call “local-culture movements,” has benefi ted greatly from this 
simultaneous aggregation and disaggregation of people and places. It 
demonstrates how global civil society and the potential global public 
sphere confl ict rather than cohere.

Local-culture movements have little use for the global public sphere. 
In fact, they see it as a problem. These movements represent the inter-
ests of long-marginalized culture groups, particularly those that have 
struggled to assert and maintain identities under intense pressure from 
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illiberal, authoritarian, or totalitarian nation-states intent on eliding dif-
ference for the sake of a forged and coerced nationalism. Under these 
conditions, many of these culture groups were unable to transmit their 
traditions openly or teach their languages to their young members. For 
example, both Spain and France have sought to suppress the culture 
and language of the Basque country, which straddles their border. The 
Internet has allowed Basque nationalism to reassert itself, making con-
nections between members of the Basque diaspora worldwide; dissemi-
nating Euskara, the ancient Basque language; and extending the concept 
of Basque identity to those who would embrace it via the Web, regardless 
of their actual ancestry.77 Similar local-culture movements have fl our-
ished in places such as Wales and Cornwall.

However, because globalization has allowed the resurgence of such 
movements in many places (including generally liberal states such as 
Australia and Canada), these culture groups face a new threat: the cor-
porate exploitation of their signs, stories, and cultural practices. In this 
view, a public sphere is merely an opportunity for others to cheapen their 
experiences, traditions, and beliefs by rapid repetition and distribution 
in new and often insulting contexts.78 The local-culture movement thus 
opposes the torrent of proprietary media images and texts that pour 
out of multinational corporations via closed networks of satellite, cable, 
broadcast, and retail outlets.79

The tension between the very liberal Web movements and more 
communitarian local-culture movements exposes the frustrations and 
limitations of efforts to generate a global public sphere that can wrestle 
with cultural, trade, health, or environmental questions. The public 
sphere in Habermas’s model mediates between the private and the 
state. However, although local and even individual interests clearly can 
fi nd expression on the Web, rarely does any supranational body have 
effective sovereignty over any global issue. Sometimes the World Trade 
Organization seems able to enforce its agenda, but its actions might just 
be a mask for the interests of a particular nation-state. At other times, 
UNESCO and the World Intellectual Property Organization (WIPO) may 
seem to have authority in their respective areas of concern. But again, 
such organizations might just be acting as instruments of a nation-state 
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seeking multilateral cover. Moreover, public spheres imply and perhaps 
require real, physical spaces for deliberation and debate.

The very marginality of a local-culture movement—its reason for 
being—renders it peripheral to global discussions of cultural policy. 
Only when represented by a friendly and supportive nation-state (again, 
such as Canada or Australia) do members of local-culture movements 
fi nd their claims considered by policymaking offi cials. But this is action 
driven by the state, not by a global public sphere.80

The Internet does not in itself provide the social space or norms that 
Habermas describes and prescribes for a healthy public sphere. It is 
not designed to be a force for civility. Paradoxically, the Internet does 
a better job of stimulating (or simulating) rational spaces and norms 
in illiberal contexts, as when it is employed by democratic dissident 
movements.81 Much Internet-mediated global political action is mark-
edly uncivil. On the margins, “hactivism” (using disruptive communica-
tive technology toward political ends) and cybervandalism have become 
important tools for the disaffected (including members of local-culture 
movements).82 The Internet is not enough. Perhaps some technology 
applied to the Internet—a fi lter such as Google, for instance—could 
“civilize” the networks.

For a time, Google appeared to offer uniformity and consistency of 
experience in the use of the Web, lending weight to the notion that tech-
nology could unite and connect people everywhere. By basing its search 
results on consensus choices, it promised to fi lter out the marginal and 
to contribute to the stability and universality of knowledge on the Web. 
But, as we have seen, recent moves to localize and customize search 
results have undermined that potential. And we now understand that 
the very nature of Google’s search algorithms privilege highly organized, 
technologically savvy groups over others. Google in fact disrupts the 
prospects of building a global public sphere.

To understand why such disruptive behavior remains important 
in global politics, we must consider the peculiar role of culture in the 
postmodern global market economy. Culture is contentious. Seyla Ben-
habib argues that “culture” has traditionally been considered central to 
the maintenance of worldviews of dominant political structures, not a 
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distinct fi eld or locus of symbolic generation and differentiation. The 
distinction of “culture” from the regimentation and reifi cation of science, 
politics, economics, or militarism is a distinctly modern phenomenon, 
the result of a process that Max Weber called Wertausdifferenzierung, or 
“value differentiation.” Weber claimed that culture under the modern 
state and capitalist economy tends to foster oppositional poses as much 
as legitimizing ones. Under the political canopy of the twentieth-century 
industrial and welfare state, cultural politics was merely an adjunct to 
questions of resource distribution, but calling for resource distribution 
in a neoliberal context seems futile and is dismissed as counterproduc-
tive. Consequently, in recent years, Benhabib explains, cultural groups 
have been employing political strategies to assert recognition, rather than 
redistribution, although there can be redistributive consequences of cul-
tural recognition.83 In a desperate, divided, Darwinian world economy, 
cultural recognition can seem as important as life itself.84 Attempts at 
forging a global public sphere discount the importance of cultural recog-
nition in favor of procedural equality. Not that there is anything wrong 
with that; but failing to consider the visceral power of specifi c cultural 
claims is likely to exclude and alienate much of the postcolonial world.

With its powerful trends toward localization in search results and thus 
the customization of knowledge, Google’s search functions actually rein-
force the interests of the local-culture movements and thus inhibit rather 
than further the expansion of a genuine global civil society. However, 
several major aspects of Google’s business have infl uenced the expan-
sion of global civil society in its present form and have offered a glimpse 
of what a global public sphere might look like: YouTube, Blogger, and 
Google News. These are some of the main factors in the Googlization of 
the world. If the development of a global public sphere is a good thing 
and a goal to be pursued—and despite the obstacles to such a develop-
ment that I’ve been analyzing, there are people and forces that would 
assert that it is—we need to ponder ways in which we can infl uence the 
Googlization of the world to achieve that end. One way to do that is to 
analyze further another major aspect of the Googlization of everything: 
the Googlization of knowledge.



FIVE THE GOOGLIZATION OF KNOWLEDGE

THE FUTURE OF BOOKS

Those of us who take liberalism and Enlightenment values seriously 
often quote Sir Francis Bacon’s aphorism that “knowledge is power.” 
But, as the historian Stephen Gaukroger argues, this is not a claim about 
knowledge: it is a claim about power. “Knowledge plays a hitherto 
unrecognized role in power,” Gaukroger writes. “The model is not Plato 
but Machiavelli.”1 Knowledge, in other words, is an instrument of the 
powerful. Access to knowledge gives access to that instrument of power, 
but merely having knowledge or using it does not automatically confer 
power. The powerful always have the ways and means to use knowledge 
toward their own ends.

However, expanding access to knowledge brings more people with 
more and different ends into the space where those ends can be made 
known, be advocated, and take their place on the agendas of nations and 
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transnational movements alike. Indeed, advocates for increased access 
to knowledge have put that issue itself on the international agenda 
regarding questions ranging from access to patent medicines to 
access to proprietary software. The issue of access to knowledge is 
thus central to the prospects for expanding the public sphere and 
thereby contesting the claims of the powerful to all the instruments 
of power.

Much of human knowledge exists in the form of long arrays of text, 
what we still call books. We are dazzled and distracted by the new 
methods of transmitting and using this knowledge, but most of the best 
expressions of deep human thinking still rest on paper, bound with 
glue, nestled and protected by cloth covers, on the shelves of libraries 
around the world. How can we simultaneously preserve and extend 
that knowledge? How can we vet and judge its utility and truth? How 
can we connect the most people with the best knowledge? Google, of 
course, offers answers to those questions. It’s up to us to decide whether 
Google’s answers are good enough.

SHUFFLING THE PAGES

In May 2006, the Wired magazine contributor Kevin Kelly published in 
the New York Times Magazine his predictive account of fl ux and change in 
the book-publishing world. That article outlined what he claimed “will” 
(not “might” or “could”) happen to the book business and the practices 
of writing and reading under a new regime fostered by Google’s plan 
to scan millions of books from university and public libraries and offer 
searchable texts to Internet users. “So what happens when all the books 
in the world become a single liquid fabric of inter-connected words and 
ideas?” Kelly wrote. “First, works on the margins of popularity will fi nd 
a small audience larger than the near-zero audience they usually have 
now. . . . Second, the universal library will deepen our grasp of history, 
as every original document in the course of civilization is scanned and 
cross-linked. Third, the universal library of all books will cultivate a new 
sense of authority.”2
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Kelly suggested that the linkages of text to text, book to book, page to 
page, and passage to passage will fi ll the knowledge gaps that have made 
certain people winners and others losers. “If you can truly incorporate 
all texts—past and present, multilingual—on a particular subject,” he 
wrote, “then you can have a clearer sense of what we as a civilization, 
a species, do know and don’t know. The white spaces of our collective 
ignorance are highlighted, while the golden peaks of our knowledge 
are drawn with completeness. This degree of authority is only rarely 
achieved in scholarship today, but it will become routine.”3

Such heady predictions of technological revolution have become so 
common, so accepted in our techno-fundamentalist culture, that even 
when John Updike criticized Kelly’s vision in an essay published a 
month later in the New York Times Book Review, he did not doubt that it 
would someday come to pass. Updike just lamented the change, musing 
about how wonderful his old bookstore haunts were for him and every-
one else who strolled the streets of New York, Oxford, and Boston in 
the 1950s.4 His elitist comments served only to bolster the democratic 
credentials of Kelly and others who have been asserting that Google’s 
plan to scan millions of books would spread knowledge to those not as 
lucky as Updike.

As it turns out, universal access to book knowledge is proving not 
so easy to accomplish. Kelly’s predictions depend, of course, on the 
cooperation of one part of the system that he slights in his article: the 
copyright system. He mentions copyright as a mere nuisance: to acknowl-
edge that a system built by lawyers might defeat one built by engineers 
would have run counter to his vision. In fact, when he wrote his article, 
it seemed entirely possible that the current American copyright system 
would crush Google’s plan to scan the entire collections of dozens of 
university libraries.

THE GOOGLIZATION OF BOOKS

For several years, Kelly’s vision for a universal digital library seemed to 
be approaching realization through a project known at different times 
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as Google Print, Google Book Search, and Google Books. The project 
foundered and then apparently recovered, thanks to the legal settlement 
that Google reached in October 2008 with the Association of American 
Publishers and the Authors’ Guild. That settlement came after four years 
of argument over what copyright would look like in a digital age. It 
dodged the legal and philosophical questions at the heart of the dispute, 
and it set up a bold new system for book research and distribution that, 
instead of promoting access to knowledge, raised even more questions: 
the lack of competition, increased monopolization, and the increasing 
privatization of the information ecosystem.5

In 2004, Google began scanning and indexing millions of books 
from more than twenty-fi ve university libraries. This service has 
been the subject of much hyperbolic speculation. On fi rst learning 
of Google’s plans, legal scholars such as Lawrence Lessig claimed 
that they would radically democratize information for the public, 
not just for academics. Authors such as Cory Doctorow initially 
applauded Google Books for offering ways to connect interested readers 
to particular texts and thus prevent small books from getting lost in 
the mass market. And techno-libertarians such as Kelly celebrated 
the transformative nature of electronic texts, arguing that Google 
Books would allow users to connect disparate pieces of informa-
tion as they saw fi t, thus evading the tyranny of the book cover and 
library catalog. These were expressions by true believers in the poten-
tial of digital culture—when properly supported by a benevolent 
force such as Google—to transform, extend, and democratize knowl-
edge. Publishers and authors, meanwhile, took a less rosy view, and 
two high-profi le lawsuits were initiated against the program for copy-
right infringement.

Google Books has failed to live up to any of the exaggerated claims 
that its early proponents made for it. Not only has it failed to deliver on 
its promises, but along the way it has disrupted the copyright system 
and the economy of publishing. Google had hoped to take the modes 
and standards of Web copyright practice and apply them to books in the 
real world, where they do not fi t. Once people discovered the contours 
and details of the settlement proposal engineered by publishers’ lawyers 
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and Google in the fall of 2008, they saw some big problems. Copyright 
and cyberlaw professors who had cheered Google’s bold embrace of the 
principle of fair use of copyrighted material realized that Google had 
actually designed a system that would give it important competitive 
advantages, making it too powerful within the economy and culture of 
books.6 When it was fi rst announced, the Harvard law professor and 
copyright reform advocate Lawrence Lessig called the settlement “a 
good deal that could be the basis for something really fantastic.”7 But 
after considering all the debates and issues surrounding the settlement 
and Google’s plans, Lessig concluded that the settlement would not 
only fail to loosen up American copyright law but might even restrict 
and commercialize the fl ow of digital knowledge, and he withdrew his 
support for the project.8

More signifi cantly, the head of one of the original Google library part-
ners, Harvard University Libraries, publicly declared that he opposed 
the project. The historian Robert Darnton had been a professor at Prince-
ton University when Harvard entered its partnership with Google. Once 
he became head of the libraries at Harvard, he began to question whether 
it was in the best interest of the university to contribute to the privatiza-
tion of knowledge through Google. In February 2009, Darnton published 
an infl uential article in the New York Review of Books in which he declared 
Google’s efforts to control so much of our historical heritage a danger 
to the future of learning.9

In addition, the governments of France and Germany issued opinions 
that Google Books would give Google an unfair advantage in the market 
for out-of-print texts. Authors in China sued Google for infringing their 
copyrights by scanning their books without permission, prompting a 
rare apology from the company.10 In September 2009 the U.S. Depart-
ment of Justice issued an opinion that the Google Books settlement 
would violate U.S. antitrust laws unless it were signifi cantly redrawn. 
Google and the publishers withdrew the settlement to revise it and 
resubmit it for a hearing before a judge, which occurred in February 
2010. Even the revised version failed to allay the Justice Department’s 
concerns that because the settlement would facilitate the sale of digital 
copies of these books through Google, the proposed system would 
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effectively make Google the sole vendor of most of the books published 
in the twentieth century.11

As I fi nished the editing and updating of this book in August 2010,
Judge Denny Chin still had under consideration the approval of the 
class-action settlement of the case between the publishers (and some 
authors) and Google. If Judge Chin approves the settlement, Google will 
be in a position to offer for sale millions of digital fi les of out-of-print 
books published in the twentieth century. In addition, Google would 
offer access to many millions of books that were never protected by 
copyright or whose copyright has expired. The settlement would facili-
tate a remarkable change in the relationship among books, readers, pub-
lishers, authors, libraries, and Google. Access to so many great works 
would be greater than anyone imagined just ten years ago. But American 
libraries would be commercialized, essentially hosting Google vending 
machines on their premises. Publishers and authors might make a little 
more money than they did before. Occasionally, a long-lost work might 
emerge to be a surprise best seller. But Google would assert itself as the 
mediator of the accessibility and affordability for this vast collection. No 
other fi rm could realistically hope to mount a competing service. Readers 
would seamlessly shift between the safe, anonymous, republican space 
of the public library and the commercialized environment of Google 
without a warning that their reading and browsing habits would be 
tracked. And, perhaps most costly, we might never be willing to design 
and fund high-quality, durable, publicly run, noncommercial services 
with the mission of spreading knowledge rather than selling books or 
placing advertisements.

If, on the other hand, Judge Chin rejects the settlement and puts the 
copyright lawsuits between authors and Google and publishers and 
Google back into court, then the entire project is doomed. Google, after 
trying to settle, could not convincingly and in good faith mount a defense 
against the accusations of copyright infringement. And publishers would 
have little incentive to renegotiate and settle on lesser terms than Google 
offered in the fi rst place.

The most troubling aspect of the settlement goes beyond any of 
the legalities and specifi cs, and it has nothing to do with how we will 
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fi nd and experience books and knowledge in the next few decades. 
The scanning project that has been bringing the collected works of 
dozens of libraries into easy-to-use forms and the changes in policy 
and practice that would fl ow from the settlement are monumental 
in scope. The Google Books project is one of the most revolutionary 
information policy changes in a century or more. If approved, it would 
alter how we think about copyright, culture, books, history, access, and 
libraries. Yet the public has had no say in how it will be constructed 
and run. No public policymaking body oversaw its creation. No 
legislature considered the notion of creating what amounts to a 
compulsory-license system (through which the copyright holder is never 
asked beforehand if she agrees to the copying; instead the copier may 
assume the right to copy) to allow a company to scan copyrighted books 
by the millions.

The Google Books plan is a perfect example of public failure. The great 
national, public, and university libraries of the world never garnered the 
funds or the political will and vision needed to create a universal, digital 
delivery service like Google envisions. The public institutions failed to 
see and thus satisfy a desire—perhaps a need—for such a service. Google 
stepped in and declared that it could offer something close to universal 
access for no cost to the public. The catch, of course, was that it would 
have to be done on Google’s terms, with no attention paid to long-
term preservation needs or quality standards. Essentially, the Google 
Books project is a radical change in information policy executed by a 
class-action settlement. If it goes into effect, private law will determine 
public policy.

How did such a seemingly benign project balloon into the most 
controversial and risky effort Google ever initiated? Google’s leaders 
may not have realized it at the time, but many people were growing 
wary of its increasing power over the global information ecosystem, 
and the details of its proposal to digitize millions of copyrighted 
books touched on some very controversial issues: copyright, compe-
tition, privacy, the privatization of public libraries, and the future of 
books themselves. Hanging over the promise of access to knowledge 
offered by Google Books is the specter of its opposite—restrictions on 
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open access to books, their contents, and the power that such access 
might help provide.

BOOK SEARCH, COPYRIGHT, AND THE FREE RIDE

In an op-ed piece in the New York Times in October 2009, Google’s 
cofounder Sergey Brin defended the Books program and declared that 
Google was interested in digitizing books because such a project fi t 
the idealistic mission of the fi rm. “Because books are such an important 
part of the world’s collective knowledge and cultural heritage, Larry 
Page, the co-founder of Google, fi rst proposed that we digitize all books 
a decade ago, when we were a fl edgling startup,” Brin wrote. “At the 
time, it was viewed as so ambitious and challenging a project that we 
were unable to attract anyone to work on it. But fi ve years later, in 2004,
Google Books (then called Google Print) was born, allowing users to 
search hundreds of thousands of books. Today, they number over 10
million and counting.”12

Brin lamented that the project had attracted lawsuits from publishers 
and a few wealthy authors, but he wrote that the settlement was in the 
best interest of everyone—including the public. “While we [Google and 
the publishers that sued Google] have had disagreements, we have a 
common goal—to unlock the wisdom held in the enormous number of 
out-of-print books, while fairly compensating the rights holders,” Brin 
wrote. “As a result, we were able to work together to devise a settlement 
that accomplishes our shared vision. While this settlement is a win-win 
for authors, publishers and Google, the real winners are the readers who 
will now have access to a greatly expanded world of books.” Brin also 
presented the project as a way to preserve the knowledge of centuries 
from the perils of physical harm, such as fi re and fl ood.13

Oddly, Brin wrote this piece without conceding that the quality of 
Google’s document scans was too poor to serve the aims of preserva-
tion. In many cases, human hands obscure the text in Google Books 
images, and pages are missing or blurry. The quality of Google’s scanned 
images is far below that of library-run digital preservation efforts. More 



THE GOOGLIZATION OF KNOWLEDGE 157

interesting, though, is Brin’s failure to mention the fact that Google Books 
is a revenue-generating project for the company. It is not a public service. 
And Google is not a library.

Google may have been the biggest and most controversial player in 
the effort to digitize books, but it was hardly the fi rst. The saga of digital 
books offered on the Web is tortured and long. Back in the early 1990s,
several groups of tech-savvy bibliophiles began posting plain-text ver-
sions of classic works that have entered the public domain. Among the 
best-known of these services are Project Gutenberg and Eldritch Press. 
As public participation in the Web grew through the 1990s and more 
people expressed a desire to read substantial texts on mobile devices and 
laptops, these services grew in importance, but they suffered from several 
limitations. First, public-domain works were simply not in high demand 
in electronic form; second, the plain-text format made fi les portable and 
searchable but were often unattractive to read. Firms such as Random 
House had experimented with electronic versions of their popular books 
as early as 1994, but the early reading devices on which these works 
were offered either did not work well or were too expensive—or both. 
Meanwhile, as Amazon.com established itself as the leading retail outlet 
for printed books on the Web, it began offering a “Look Inside” feature, 
presenting electronic glimpses of tables of contents and samples of text to 
assist customers. But searching, researching, and acquiring access to the 
full texts of electronic works on Amazon remained impossible. Amazon 
was offering digital images of text purely as a sales technique, not as a 
public good.

Before embarking publicly on the massive scanning of library collec-
tions without permission, Google launched what it called its “partner 
program.” Inspired by Amazon’s success in book sales online, begin-
ning in early 2003 Google began negotiating with commercial and aca-
demic publishers to secure digital rights for what was initially called 
Google Print. The terms of access to the millions of book-page images 
Google collected depended on the particular wishes of the publishers. 
Some titles offered nearly full-text access. Others offered only excerpts. 
In general, users could view only a few pages of a book at a time, and 
they could not copy, print, or download the images. The margins of 
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the pages Google offered contained links to sources where a user could 
purchase the books, as well as bibliographic information and links to 
the publishers’ sites.

Then, in December 2004, Google shocked publishers and the public 
by announcing its plans to digitize millions of bound books from fi ve 
major English-language libraries.14 The libraries’ initial contributions in 
2004 were as follows.

• Harvard University libraries: 40,000 public-domain books during 
the pilot phase of the project, with the possibility of extension. The 
library has more than 15 million volumes.

• Stanford University libraries: hundreds of thousands of public-
domain books, with the possibility of extending the program to 
cover the entire collection of 7.6 million books.

• University of Michigan at Ann Arbor: all 7.8 million books in the 
collection, even those under copyright.

• Oxford University: all books published before 1900. The library 
holds a total of 6.5 million books.

• The New York Public Library: between ten thousand and one 
hundred thousand public-domain volumes as part of the pilot 
project. The library holds 20 million volumes.15

Over the next several months, dozens of other university libraries 
joined the project. These included the University of Wisconsin, the Uni-
versity of Virginia, and, most signifi cant, the University of California 
system, which planned to scan more than 2.5 million books at a rate of 
three thousand volumes per day. In total, Google planned to add more 
than 17 million library volumes to its electronic index at an estimated 
cost of $10 per book. Most of the more recent library partners offered 
Google their special collections, as well as access to select volumes not 
included in the Michigan collection. In return for access to the books, 
Google promised to provide the libraries with electronic copies of the 
works they contributed to the project.16 However, in some of the more 
recent partnership agreements, Google held back from scanning certain 
works while they determined the status of lawsuits and the utility of the 
fi les for the Google project.
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Under the original, unauthorized library-scanning project—which 
is distinct from the “partner” project authorized by publishers—search 
results and the user experience depended on the copyright status of the 
book. The company announced that for works published before 1923
(and thus mostly in the public domain in the United States), users would 
have access to the entire text. For works published since 1923 (and thus 
potentially still under copyright protection), the user would see the bib-
liographic information, as well as a few text excerpts (“snippets”) con-
taining the term that the user had typed into the search box. Google 
claims that viewing the displayed results of copyrighted works is compa-
rable to the “experience of fl ipping through a book in a bookstore.”17 As 
with the authorized “partner” content, Google provided links to allow 
users to buy books from numerous vendors, as well as targeted adver-
tisements that depended on the nature of the book and possibly also the 
inferred interests of the searcher.

When major commercial publishers learned of this clandestine library-
scanning project, their initial reactions were panicked, alarmist, and 
largely unwarranted. They expressed concerns that the Google project 
would threaten book sales and risk hacking and the widespread pirating 
of texts. Gradually it became clear that Google’s library project posed no 
threat to publishers’ core markets and projects. If anything, the project 
could have been a marketing boon: if the searches yielded books that 
met users’ needs, they would be likely to purchase at least some of 
those works.18 Since then, it has become clear that publishers were most 
offended by the prospect of a wealthy corporation free riding on their 
content to offer a commercial and potentially lucrative service without 
any regard to compensation or quality control. The publishers wanted 
a piece of the revenue—and some control over the manner of display 
and search results.

Copyright, which has traditionally protected the rights of authors and 
publishers to control the copying and distribution of their works, has 
rarely been used to govern ancillary markets for goods that enhance the 
value or utility of the copyrighted works.19 As the author and activist 
Cory Doctorow has pointed out, booksellers have never tried to extract 
licensing revenues from bookcase makers, bookmark makers, or eyeglass 
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producers. By analogy, a searchable, online, full-text index, similar to 
what Google had originally planned to offer, is a supplement to a book 
(and to book culture), not a substitute for it. However, creating such an 
index requires that Google make digital copies of the complete physi-
cal books, thus violating the fundamental provisions of the copyright 
act.20 So although the publishers’ complaints were hyperbolic, they might 
indeed have had the law on their side.

The confl ict over Google’s bold initial library project raised questions 
that get to the heart of copyright. If Google and the publishers had not 
settled the publishers’ lawsuit and instead had pursued these questions 
through the courts, not only would we have witnessed some fascinat-
ing and important public discussions of the role, scope, purpose, and 
design of the copyright system, but we might also have seen some sig-
nifi cant—perhaps radical—changes to it. Had the publishers prevailed, 
Google’s core mission and the openness of the Web would have been 
threatened—as would all the revenue that Google has accumulated from 
advertisements and capital markets. Had Google prevailed, we would 
have seen a serious shift of power in information markets, from analog 
fi rms devoted to creating and taxing scarcity by pricing and selling books 
to digital fi rms (like Google) designed to manage the abundance of infor-
mation by collecting information about its users and selling advertising 
access to them. More directly, the peculiarly American notion of fair 
use of copyrighted material—and perhaps even the copying of entire 
works for clearly commercial purposes—would have been expanded and 
solidifi ed. It would have represented a shift far beyond what Congress 
had ever imagined when it codifi ed fair use in 1976, when the advent 
of the photocopier supposedly threatened commercial publishing with 
extinction. Fair use, in short, is a defense one may use in U.S. courts when 
accused of copyright infringement. One may argue that the use of the 
original material is small enough that it does not threaten the market for 
the original, or that the use is clearly in the service of journalism, criti-
cism, research, or education. Nothing about fair use is clear and simple. 
Courts are supposed to consider fair-use arguments on a case-by-case 
basis. And there are very few certainties about how well such a defense 
would work. Fair use was developed to allow individuals to avoid going 
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through the time and expense of securing permission to use copyrighted 
material when the public clearly benefi ts from the unauthorized use of 
it. Google, however, was making an argument about the general permis-
sibility of its massive copying. Had Google pursued that argument and 
prevailed, fair use would have been a signifi cantly stronger users’ right 
than it had been designed to be. Had Google lost in court, fair use on 
the Web might have been severely curtailed.

Instead, the settlement of October 2008 avoided any such revolution-
ary change to the law, yet it generated a new, hybrid set of rules to 
govern our information ecosystem and set the terms of access to our 
cultural heritage. Here are some of the major elements of the settlement:

• The members of the Authors Guild and the Association of 
American Publishers agreed to cease pursuing damages for 
copyright infringement.

• Google offered to pay $125 million to publishers to settle the case.

• Google undertook plans to establish and run a not-for-profi t 
rights registry to allow rights holders to claim or establish control 
over out-of-print works. This registry was intended to serve as a 
database through which scholars and publishers could fi nd rights 
holders in order to clear rights. Because no such registry existed 
previously, this provision had the potential to be a boon to 
research and publishing. In addition, it could help rights holders 
accrue royalties (meager though they might be) by exploiting 
a market that has never worked effi ciently or effectively: that 
for reprints or selections from out-of-print works. Google was 
undertaking to do what the U.S. Copyright Offi ce should have 
done years ago.

• Google agreed to offer (with strict controls on the ability to print 
and share) full-text copies of certain out-of-print books for sale 
as downloads.

• Google undertook to offer much better access to many out-of-print 
works still under copyright. Before the settlement, Google offered 
largely useless excerpts of these texts. The settlement provided for 
much richer and broader access.

• Google agreed to provide designated computer terminals in U.S. 
libraries that would offer free full-text, online viewing of millions 
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of out-of-print books. Google would forbid printing from these 
terminals, but users would be able purchase electronic copies of the 
books from these terminals.

Compared with the severe limitations on user access to most twenti-
eth-century works under the original model for Google Books, this new 
model promised to improve the service substantially. In addition, the 
settlement aimed to avoid the threat of the great copyright meltdown 
outlined above. Clearly both sides saw real risks in forcing a courtroom 
showdown. However, back when Google introduced the library-scan-
ning project as part of the Books program, many copyright critics cel-
ebrated the fact that a big, rich, powerful company was taking a stand to 
strengthen fair use. That never happened. Fair use in the digital world is 
just as murky and unpredictable as it was the day before the settlement. 
But what about the problems and pitfalls of this settlement? Critics of 
Google Books still have serious concerns about it. Immediately after the 
announcement of the settlement, I asked Google’s legal department the 
following questions:

Isn’t this a tremendous antitrust problem? Google has essentially 
set up a huge compulsory licensing system without the legislation that 
usually makes such systems work. In addition, this proposed system 
excludes many publishers, such as university presses, and authors who 
are not members of the Authors’ Guild. More important, this system 
excludes the other major search engines and the one competitor Google 
has in the digital book race, the Open Content Alliance. Don’t these 
parties now have a very strong claim for an antitrust action?21

The Google legal team did not believe that this agreement was struc-
tured in such a way as to exclude others from developing a compet-
ing service. The agreements with and about publishers, libraries, and 
the registry were all nonexclusive, as is typical of Google’s approach to 
competition in the Web business. The registry would be started with 
Google funds, but it would be an independent nonprofi t entity able 
to deal with the Open Content Alliance and other services without 
restriction from Google. Generally, Google’s lawyers did not see this 
service as presenting a typical antitrust problem. There are so many 
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segments to the book market in the world, including real bookstores, 
online stores such as Amazon.com, and used-book outlets, they claimed, 
that no single entity or sector can set prices for books (even out-of-
print books) effectively. There are always competing sources, including 
libraries themselves.22

But isn’t this a potential privacy nightmare for libraries? I asked. Will 
Google compile personally identifi able information from users of its free 
terminals (for example, by requiring them to log in to Google Docs or 
some other service)? Will Google collect search and usage data from 
these library terminals to “improve” searches? Will such data be open for 
study by publishers or media scholars? How long would Google retain 
such data if it were compiled?

The response from Google’s lawyers, in November 2008, exhibited 
a willingness to examine this potential problem. They indicated that 
much about the design of the program was yet to be determined. Google 
had not agreed to share personal information with publishers, but the 
company might share aggregate data collected through the service. And 
although Google had not yet designed the system, the legal department 
predicted that users would not have to log in to Google to use the public 
terminals. The legal department assured me that the company would 
“build in privacy protections” with the guidance and assistance of the 
library partners.

SELLING OUT LIBRARIES AND CORPORATE WELFARE

The main criticism of Google Books has always concerned the actions 
of the university libraries that have participated in this program, rather 
than Google itself or the effects of the program on libraries in general. 
The advantages to libraries of the settlement are twofold. First, they 
might face much less legal risk by permitting Google to scan books in 
their collections that are still protected by copyright (although future 
lawsuits by authors and publishers who live outside the United States, 
Canada, Australia, and the United Kingdom—the only countries covered 
by the settlement—remain a risk). Second, because Google has pledged 
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to place designated terminals in public and university libraries across 
the United States, many libraries that never had the funds or space to 
build large collections of works would be able to offer their users greatly 
expanded access to electronic texts.

But the negative effects of these changes could be signifi cant as well. 
Libraries might choose to remove physical books from their collec-
tions if they considered electronic access via Google to be suffi cient. Of 
greater concern is the fact that every library in the United States might 
soon have what is in effect an electronic book-vending machine, run by 
and for Google, operating in an otherwise noncommercial space. Every 
library would soon be a bookstore. The commercialization of libraries 
and academia is not a new story, but it remains a troubling one. Invit-
ing Google into the republican space of the library directly challenges 
its core purpose: to act as an information commons for the community 
in which it operates.

Companies such as Google should always do what is best for them. 
But libraries, and especially university libraries, have a different, more 
altruistic mission and clear ethical obligations. From the beginning, 
Google Books has seemed to be a major example of corporate welfare. 
Libraries at public universities all over this country (including the one 
that employs me) have spent many billions of dollars collecting these 
books. Now libraries are offering these books to one company that is 
cornering the market on online access. They accepted Google’s specifi ca-
tions for the service uncritically, without concern for user confi dentiality, 
image preservation, image quality, search prowess, metadata standards, 
or long-term sustainability. They chose the expedient way, rather than 
the best way, to extend their collections. They have been complicit in 
centralizing and commercializing access to knowledge under a single 
corporate umbrella.

For the fi rst time, elements of library collections will be offered for 
sale through a private contractor. Perhaps this change is only a matter 
of degree, but perhaps it is instead a major mission shift. Ultimately, we 
have to ask, is this really the best possible system for extending access 
to knowledge?

The privatization of library functions is not necessarily a bad thing. 
We should not pretend that libraries operate independently of market 
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forces or without outsourcing many of their functions to private fi rms; 
but many of the thorniest problems facing libraries today are a direct 
result of rapid privatization and onerous contract terms. There are too 
many devils in too many details.

Even by offering apparently benign services like free library access to 
electronic texts, Google serves its own masters: its stockholders and its 
partners. It does not serve the people of the state of Michigan or the stu-
dents and faculty of Harvard University. The main risk of privatization 
is simple: libraries and universities last, but companies wither and fail. 
Should we entrust our heritage and collective knowledge to a company 
that has been around for less than fi fteen years? What will happen if 
stockholders decide that Google Books is a money loser or too much of 
a liability? What if they decide that the infrastructure costs of keeping 
all those fi les on all those servers are not justifi able?

The early celebration of Google’s library project revealed an unfounded 
and unfortunate assumption: that the role of the librarian in the global 
digital information ecosystem is superfl uous. It also ignored serious 
quality-control issues. Google has never publicly discussed the princi-
ples on which the book search engine will operate. In contrast, librarians 
and libraries operate with open and public standards for metadata and 
organization. Metadata—data about data—is particularly important.23

Without metadata—such as subject headings, keywords, and quality 
indicators—embedded in the fi les, a search for books about the Holo-
caust is just as likely to yield books denying the event as examining it. 
Good metadata standards generate better search results. Poor metadata 
standards can yield ridiculous or dangerously misleading results.24 So 
far, we have no reason to believe that the transfer of this indexing func-
tion from a public university library to a private entity will involve good 
or open metadata standards.

COPYRIGHT AND THE PRIVATIZATION OF KNOWLEDGE

What if the judge rejects the proposed settlement? Then we are back 
where we were in 2008, when Google was mounting a fair-use defense 
against the publishers. This time, however, Google would have a harder 
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time convincing the public and courts that it has the right under fair use 
to continue to scan the contents of libraries for its own use. By settling 
the lawsuit with publishers (and thereby surrendering its claims that 
the wholesale scanning of books is fair and legal), Google has managed 
to lock in a tremendous advantage for itself. No other institution could 
reasonably pursue a massive scanning project in the knowledge that 
publishers would sue right away; and no other entity would be able to 
compel the plaintiffs to settle on terms anywhere close to those Google 
has negotiated. So, regardless of the disposition of the settlement, unless 
we reform copyright to allow more innovative uses of material that is 
now sitting on shelves, underused, we are stuck with the Googlization of 
books and nothing more. If the judge rejects the settlement and Google 
shuts down the project out of fear of losing in court, then we will be 
stuck with much less access than we have today.

The music-downloading controversy of the early 2000s provides an 
introduction to the parameters of these issues. Peer-to-peer music down-
loading was described by music copyright holders as the greatest threat 
to the historically successful copyright system and all the industries that 
depend on it.25 The 2004 case MGM v. Grokster was expected to be the 
showdown over the issue.26 In an amicus curiae brief I wrote on behalf 
of media studies professors, I argued that there is no functional distinc-
tion between the peer-to-peer interface Grokster and the popular search 
engine Google.27 Both are search engines that facilitate the discovery, 
access, and unauthorized use of others’ copyrighted works. Both “free 
ride” on others’ copyrighted works. Both provide a service to the public 
for no direct remuneration from their users, yet both are commercial enti-
ties that benefi t from increased traffi c and the data gathered from their 
users. So if you hold Grokster liable for inducing infringement, Google’s 
Web Search service is liable, as well.28

Of course, there is one big difference. Grokster itself did not actually 
do any copying: it just facilitated copying by others. Google, by contrast, 
makes copies of all kinds of copyrighted material. For years, it has been 
making cache copies of the Web pages it indexes, because its search 
function cannot operate without a cache index. In two cases, courts ruled 
that this practice does not infringe copyrights.29
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Copyright on the Web, however, works in peculiar ways. A series of 
important court cases in the United States gave search engines and other 
Web enterprises confi dence to innovate.30 We could not navigate the Web 
effectively if Google and other search engines could not freely copy and 
cache others’ copyrighted material. Every time you post an entry on a 
blog or create a new Web page, you are granting search engines a pre-
sumed license to copy it. If you wish to opt out of the Web search system, 
you must act. The burden is on the copyright holder. Courts have ruled 
that if the burden were on the search-engine companies to ask permis-
sion and negotiate terms with every one of the millions of people who 
generate copyrighted content on the Web every day, they would simply 
quit, because the costs of doing business would be too high. And thus 
we would have no search engines, and the Web would be unnavigable.

By copying and caching actual physical books, Google is reaching 
beyond the Internet and the copying and caching of Web pages. In the 
real world, off the Web, a copyright holder must grant explicit permis-
sion to allow someone to copy an entire work for a commercial purpose. 
That’s how copyright has worked for three centuries: the burden of 
securing permission is on the party that wants to copy the work. The 
default is that everything in the real world is protected. The default on 
the Web is that everything can be copied.

Through its scanning program, Google had hoped to impose the 
copyright norms of the digital world onto the analog world. Publishers, 
accustomed to the norms of the real world and skittish about those of the 
Web world, panicked and sued.31 By provoking a lawsuit over Google 
Books, Google not only gambled the value of the company: in the words 
of the University of Pittsburgh law professor Michael Madison, it “bet 
the Internet” on this case. If the case had gone to court and Google had 
lost, an appeals court might have written a decision that undermined the 
rights of search engines in general to make cache copies of Web docu-
ments without permission. In that event, the very concept of a navigable 
World Wide Web would have collapsed. No company, not even one as 
wealthy and successful as Google, could afford the time, labor, and funds 
it would take to secure permission to copy the billions of text pages, 
images, and videos that Google now scours for its indexes.32 That is far 
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from the outcome that copyright laws are intended to produce, yet it was 
the threat that their imposition posed in the instance of Google Books.

Copyright in recent years has become too strong for its own good. 
It protects more content and outlaws more acts than ever before. When 
abused, it can stifl e individual creativity and hamper the discovery and 
sharing of culture and knowledge.33 But the Google scanning project 
threatened the very foundation of copyright law. Google had hoped to 
exploit the instability of the copyright system in a digital age by resting 
a huge, ambitious, and potentially revolutionary project on the most 
rickety, least understood, most provincial, and most contested perch 
among the few remaining public-interest provisions of American copy-
right law: fair use.

When it settled the publishers’ lawsuit, Google managed to avoid the 
fundamental issues of copyright by conceding that the company had no 
clear fair-use right to scan millions of copyrighted works just to display 
them on a restricted, yet commercial platform. But this was more than a 
dodge. Google vaulted over the copyright conundrum and exploited its 
own dominance as the chief search platform in the world to corner the 
market on electronic library searches and delivery. It was a bold move 
that raised as many hard issues as it settled.

By settling, Google engineered a better position for its commercial 
services than it would have had it won the lawsuit. Moreover, Google 
judged its prospects for winning to be slim. To some observers, the slim 
prospect of Google prevailing with its fair-use defense was clear as early 
as 2004. Soon after the Google Books library-scanning project was made 
public, Paul Ganley, a London solicitor, wrote an analysis of the Google 
library case under both U.S. and U.K. law. He concluded that although 
Google had a slight chance to prevail under the fl exible fair-use provi-
sions of U.S. law, it had absolutely no chance of surviving a challenge in 
British courts. Ganley presents the case as a “teaching moment” because 
it generates two wonderful potential exam questions: Can Google do this 
under existing copyright law? Should Google be able to do this under 
copyright law?34

I added a third question to public debate about the project, one that 
spoke directly to the fi rst two: Is Google the right agent to do this? If it 
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is, then copyright law certainly should allow ambitious and potentially 
benefi cial uses of copyrighted material that on balance do not threaten 
existing markets for works. However, it is possible that copyright law 
already allows other institutions better suited for these efforts to under-
take them.35

Within weeks of the announcement of Google’s plan to scan library 
collections, I concluded that legally, politically, and practically, Google 
was not the right agent for the job. Instead, I argued, libraries should 
pool their efforts and resources to accomplish such massive digitization 
and access projects themselves. Because Google is such an inappropriate 
choice, its legal argument is inherently weakened: thus the answer to 
Ganley’s fi rst question is no. However, by avoiding a courtroom show-
down over the scanning project, Google’s actions injected uncertainty 
into the projects that other organizations might pursue. If public and 
university libraries were to team up to generate a similar service, would 
they be bold enough to create cached copies of millions of scanned books 
still under copyright? Would the existence of a new market for out-of-
print books available from Google Books prejudice a court against a fair-
use defense mounted by libraries? Answers to these questions depend on 
the answer to a more general formulation of Ganley’s second question: 
Under copyright law, should any entity be able to create cached copies 
of millions of scanned books still under copyright?

Back when it looked as though Google would mount a bold case to 
expand fair use, distinguished scholars and litigators such as Jonathan 
Band, William Patry, Fred von Lohmann, Cory Doctorow, and Law-
rence Lessig all voiced enthusiasm for the Google project and launched 
defenses of the fi rm’s copyright strategy.36 Each of these writers relied on 
the traditional (and statutory) “four-factor” analysis of Google’s use of 
the works: the character of the intended use, the nature of the work to be 
used, how much of the work would be used, and the harm to potential 
markets.37 Each of them minimized the fourth factor, declaring that the 
Google project would not harm the sale of books and might enhance it. 
In addition, they concurred, several important cases in recent years have 
shown that commercially viable uses are not beyond the scope of fair 
use.38 All their arguments treated the snippet of text that Google users 
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would encounter when clicking on a link to a copyrighted work as the 
operative use of the work and minimized the importance of the origi-
nal scanning of the book—the very copying that the publishers wanted 
the court to consider as operational and signifi cant. They argued that 
the snippet-based interface is “transformative,” thus invoking the magic 
word that Justice David Souter employed in his ruling for the hip-hop 
group 2 Live Crew in the case of Campbell v. Acuff Rose.39 In this view, by 
“transforming” the original song—Roy Orbison’s classic hit “Oh, Pretty 
Woman”—the defendant, Luther Campbell, created something entirely 
new—in this case, a parody of the original song.

Tranformative stands now as a concept distinct from derivative. If a 
work is derivative of a copyrighted work, it falls under the control of 
the copyright holder; if the work is considered transformative, it can be 
considered fair use.40 Much is at stake in this distinction. But as Michael 
Madison points out, courts are wildly inconsistent in their determina-
tions of whether a use is transformative.41

In addition, the defenders of Google’s copyright strategy all relied on 
the claim that a snippet displayed as a search result would obviously be 
a small portion of a book and thus of a work. Thus they aided Google 
in the consideration of the third factor: the amount and substantiality of 
the taking. The problem with this assertion is that often books are com-
posed of small, distinct works—an anthology of poetry, for instance. A 
standard “four-factor” fair-use analysis of the excerption of Leo Tolstoy’s 
War and Peace differs substantially from an analysis concerning a collec-
tion of haiku or limericks. For these and other reasons, the pedestrian 
exercise and almost arbitrary nature of the four-factor test has driven 
some scholars and judges to question its utility.42

Lessig’s defense of Google back in 2005 depended on the courts’ agree-
ing with his assertion that the Google library-scanning project “could be 
the most important contribution to the spread of knowledge since Jef-
ferson dreamed of national libraries. It is an astonishing opportunity to 
revive our cultural past, and make it accessible.”43 Such hyperbole was 
essential to Google’s argument. If the Google library-scanning project 
did not promise to deliver a valuable service, then the fair-use argument 
would be too weak to stand. The problem with Lessig’s argument was 
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that Google’s search algorithms, while effective (yet imperfect) for some-
thing as dynamic and ephemeral as the Web, are wholly inappropriate 
for stable texts such as books. Any simple search of terms such as “It was 
the best of times” or “copyright” yields very bad results. Google would 
have had a hard time convincing a court that we are actually better 
off with this service than without it. Although Google’s PageRank algo-
rithm is good enough for the Web, the rudimentary search engine that 
Google has applied to Books has none of the subtlety and brilliance of 
PageRank or the constant feedback mechanisms that have refi ned Web 
search so effectively. It generates too many irrelevant results for simple 
searches. And Google offers no simple information-seeking training to 
its customers.

Privileging internal text searching over more established forms of 
book indexing is troublesome. Relying on Google’s engineers to do the 
work that librarians do is an even bigger mistake. Searching inside the 
text of books is rarely a better way to search than searching among books. 
Books are discrete documents that operate with internal cohesion more 
than external linkages. They are not, in David Weinberger’s phrase, 
“small pieces loosely joined,” nor should they be.44 Their value is in 
their comprehensiveness. Printed and bound books are examples of a 
portable, reliable technology that has worked extremely well for more 
than fi ve hundred years. No one has yet shown that searches for “key 
words in context” have much value to readers, researchers, or writers.

The same reasons that libraries and librarians are best able to provide 
access to knowledge in the form of access to books, including copy-
righted material, apply to noncommercial publishers, as well—especially 
university presses. In the early days of the confl ict over Google Books, 
representatives of American university presses complained that there 
was already an emerging and mutually benefi cial market for electronic 
access to and indexes for books that academic presses would provide 
to libraries. For more than a decade, many university presses have been 
creating electronic fi les of back-catalog and out-of-print works. Some 
of these were intended to generate a “print-on-demand” capability for 
books for which demand was too limited to justify even the minimum 
feasible standard print run of several hundred copies. With the support 
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of foundations, university presses were forming a consortium that would 
standardize the format and index of such fi les and offer electronic books 
to libraries for a subscription fee. Microsoft and Yahoo had been helping 
a not-for-profi t venture, the Open Content Alliance, scan books from a 
small number of academic libraries (although Microsoft withdrew its 
support in 2008).45

Once Google came into the race in 2004, with a fi nancial commitment 
exceeded only by its ambition, it became hard, if not impossible, to argue 
for funding a diverse array of participants in this market. Google was 
just too big and fast, and it crowded out lesser initiatives. After the settle-
ment, in which Google effectively set the price for royalty distribution to 
copyright holders for books downloaded from its system, Google stood 
alone, and since the announcement of the Google library project, many 
academic publishers and libraries have suspended such projects.46

University press directors were not particularly troubled by the open 
Web-search capabilities that Google offered. Instead, they worried about 
the propriety and legality of the transfer of the electronic copy from 
Google back to the university libraries. We should be troubled as well. I 
have asked many scholars and activists who support Google’s position 
on this project what possible justifi cation, under fair use or any other 
provision or exemption under copyright, exists for Google’s distribution 
of an entire copyrighted work as payment for a commercial transaction. 
I have yet to receive an answer. Hence my answer to the third question 
I proposed to add to Ganley’s law school exam: Google is not the not 
right agent to create cached copies of millions of scanned books still 
under copyright. If we want large-scale projects that allow digital access 
to copyrighted books, we should generate the necessary political will to 
change copyright law instead of resting our hopes on an ordinance like 
fair use and hoping that the courts take a liking to the idea.

THE LEGACY

The legal saga of Google Books has had two signifi cant effects. 
First, it has put Google in sole possession of the means of search and 



THE GOOGLIZATION OF KNOWLEDGE 173

distribution for most of the books published in the United States in the 
twentieth century. With this power, Google has in effect fi xed the price 
for royalties and pushed out any reasonable alternative service. No com-
petitor will have the leverage to negotiate a similar deal with authors 
and publishers. But perhaps more important, Google is positioned to be 
the chief way we discover new books as well as old. As newspapers and 
magazines contract and reduce their reviews and discussion of books, 
and library budgets shrink with decreases in state funding and endow-
ments, publishers are being forced to consider new ways to connect 
readers to books. As of today, Google is the only obvious partner in that 
effort. So the company’s role as mediator, fi lter, and editor of culture and 
information grows even stronger.

The problems with that role extend well beyond the muddy fi eld of 
copyright law. To understand those problems and what we can do about 
them, we need to look further into the nature and effects of the Googliza-
tion of knowledge. We must examine the institutions that we rely on to 
gather, refi ne, and deliver knowledge to society. And we must explore 
the extent to which they have been Googlized as well.



SIX THE GOOGLIZATION OF MEMORY

INFORMATION OVERLOAD, FILTERS, AND THE FRACTURING 

OF KNOWLEDGE

“I forgot to remember to forget,” Elvis Presley sang in 1955. I know that 
it was 1955 because I just Googled the title and clicked on the link to the 
Wikipedia entry for the song. Not long ago I would have had to actually 
remember that Elvis recorded the song as part of his monumental Sun 
Records sessions in 1955. Then I would have had to fl ip through a set 
of histories of blues and country music that sit on a shelf behind me. It 
might have taken fi ve minutes to do what I did in fi ve seconds. I don’t 
need my own memory any more. And I don’t seem to need these books 
as much as I used to.

This change strikes most of us as a good thing. The costs seem low. 
The benefi ts seem high. Our searches for information can be much more 
effi cient and comprehensive now that this teeming collection of docu-
ments sits just a few keystrokes away. As a totally wired person, I have 
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access to more information than I could ever know what to do with. So 
it feels somewhat liberating that I don’t have to remember to remem-
ber very much. Are we suffering, in this time of constant connectivity 
and cheap distribution of images, texts, and sounds, from some sort of 
global cultural malady? Are we drowning in data, unable to distinguish 
good from bad, true from false? Are we paralyzed by our obsessions to 
consume, to be aware, and to be connected? What tools help us manage 
this abundance? What tools hinder our abilities to live well and richly?

The standard description of the difference between knowledge and 
information does not fully describe our current condition. Knowledge, 
as Neil Postman explained, involves what, at least pragmatically, is true 
and good, beautiful and useful. Information always requires interpreta-
tion—some form of processing—to be judged so and thus to begin to 
serve as the basis for knowledge. Too much unprocessed information 
interferes with the generation and utility of knowledge: it can generate 
anxiety, wasted effort, and paralysis. It can obscure the valuable and 
beautiful.1 It can also diminish respect for the carefully crafted containers 
of knowledge. As David Shenk explains in his essential book Data Smog,
“Information, once rare and cherished like caviar, is now plentiful and 
taken for granted like potatoes.”2 The gentle rejoinder to Shenk’s concern, 
of course, is that caviar was once reserved for the rich and potatoes for 
the poor. Perhaps the availability of potatoes for the rich and poor alike 
constitutes an overall improvement. And, after all, it’s what you make 
with the potatoes that really matters. But all information is processed in 
some way—selected, even roughly, from some collection of signals not 
deemed relevant or organized enough to even qualify as information. 
I am not convinced that the standard distinction between information 
and knowledge helps us understand anything very well. What matters 
is how we choose what to consider in our daily judgments and choices.

From childhood onward, we have usually allowed others to process 
the information we receive—to fi lter it. As technology writer Clay Shirky 
argues, what we think is information overload is actually a function of 
“fi lter failure.” When we feel overwhelmed by the quantity of news and 
information we encounter, it’s a sign that we have just not fi gured out 
how to manage our fl ows of information. With discipline, or perhaps 
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with disciplining technology, we can manage to achieve serenity even 
with Blackberrys in our pockets.3 Concentration, mental discipline, and 
time management count as fi lters. So does Google. If Francis Bacon was 
correct, and knowledge is an element of power, but not necessarily the 
source of it, then granting Google the knowledge it needs to do the fi l-
tering for us also grants it power. We might be comfortable with that. 
Clearly, most people are (including me). But we should not be blind to 
the consequences.

REMEMBERING WITHOUT FORGETTING

The ease of retrieving information with Google might make us too lazy 
to remember things on our own. I can’t remember my mother’s phone 
number. On the other hand, thanks to Google, I can pretend that I never 
forget, either. I have the potential to connect myself to an abundance of 
very odd and useless things. But ultimately I choose what elements to 
remember and comfortably ignore the rest.4

My grandfather was born in South India in 1907 and lived to the age 
of eighty-six. As a Brahmin, he fulfi lled his expected role in society as 
one who memorizes and recites sacred Sanskrit texts. As a young boy, 
he mastered hundreds of hours of prayers and stories (slokas). Well into 
his last years he could roll out slokas like Mick Jagger singing “(I Can’t 
Get No) Satisfaction.” But his knowledge of these texts was more than 
mere rote learning: he understood them as well, studying them on paper 
in Sanskrit and in English translation. He had strong opinions about 
which translations were best. When I was about ten years old he recited 
the entire Ramayana in English for me over the course of twelve nights.

Yet my grandfather had cognitive limitations as well. As best I could 
fi gure, these limitations were the result of knowing a great deal about a 
few things and too little about broader fi elds. He could not fathom how 
rockets lifted into space or how women could expect to do the work 
traditionally done by men. I could never convince him that the stars did 
not determine our fates. He looked on in wonder and awe as the world 
changed around him, especially after he immigrated to the United States 
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in the late 1970s. But he never expanded his mental frames beyond his 
impressive scholarly training. My grandfather had a memory so power-
ful that he would surely be described as a genius by today’s standards. 
Yet he was incapable of thinking clearly about many issues, blinded by 
his perspective and position. Me? I can Google with the best of them 
and inform myself about a vast range of topics. So which one of us was 
the more capable thinker?

In his short story “Funes, His Memory,” Jorge Luis Borges writes 
of the misery of young Ireneo Funes of Argentina, who is cursed with 
the inability to forget. “He had effortlessly learned English, French, 
Portuguese, Latin,” the narrator tells us. “I suspected, nevertheless, that 
he was not very good at thinking. To think is to ignore (or forget) differ-
ences, to generalize, to abstract.”5 Forgetting is just as important to the 
act of thinking as remembering. With his inability to forget, Funes simply 
can’t make sense of anything. He can’t think abstractly. He can’t judge 
facts by relative weight or seriousness. He is lost in details and can’t 
discriminate between the important and the trivial, the old and the new. 
Painfully, Funes cannot rest. Google is not just our memory machine; it 
is also our forgetting machine, because it fi lters abundance for us.

The costs of such powerful collective memory are higher than we 
usually assume. Some things, even if we do not wish them forgotten, 
should at least be put into context. Consider the ordeal of the Vancouver 
psychotherapist Andrew Feldmar, who tried to cross into the United 
States to pick up a friend at the Seattle-Tacoma airport in April 2007.
At the U.S. border, an agent decided to Google his name. The search 
yielded a link to an academic article Feldmar had published in 2001, in 
which he described his experiences with LSD while studying with R. D. 
Laing in the 1960s. Despite having no criminal record and throwing up 
no suspicious connections in government databases, the U.S. authorities 
barred him from entering the United States because he had admitted 
using a controlled substance illegally.

Before the Web, before Google, that border agent would have had 
only the standard tools of law enforcement with which to decide whether 
to prevent Feldmar from crossing the border. But we live in an era of 
seemingly perfect memory, where any fact can be recalled at will. In 



178 THE GOOGLIZATION OF MEMORY

fact, this state is far from perfect. Total recall renders context, time, and 
distance irrelevant. Something that happened forty years ago—whether 
an example of youthful indiscretion or scholarly discretion—still matters 
and can come back to haunt someone as if it had happened yesterday.

For most of human history, forgetting has been the default and 
remembering the challenge. Chants, songs, books, libraries, and even 
universities were established primarily to overcome our propensity to 
forget. These aids to memory had physical and economic limitations 
that in fact served us well. All these technologies of memory also act as 
fi lters or editors. They help us remember much by discarding even more. 
Today, digital information storage and retrieval have made remember-
ing the default state of knowledge and forgetting the accident or excep-
tion. So quickly have we have moved from forgetting most things (or at 
least rendering them hard to access) to remembering them (and making 
them easy to search) that we have neglected to measure the effects of 
this change. Just because we have the storage vessels, we feel the need 
to fi ll them. Then we engage with networks of data communication that 
offer disparate elements of our lives to strangers and—perhaps more 
important—people we would like to know better.

Now that access to so much stuff is so easy, it’s easy to abuse small bits 
of information and blow them up into character-degrading factors. Who 
among us has not feared being misunderstood or mislabeled because 
of some indelicate phrase written years ago on some e-mail list or even 
in an academic paper, only to fi nd that Google has made it accessible 
to anybody who searches for our name? Even ten years ago we did not 
consider that words written for a specifi c audience could easily reach 
beyond that group and harm us at the hands of an ignorant or malicious 
reader. Consider the plight of one of my students, who so far has left 
only a limited digital trail in her short life. A Google search of her name 
reveals only one element of public signifi cance: a campaign contribution 
she made in 2008. She worries, not without cause, that this rather fl at 
Google profi le may prejudice prospective employers. The costs of such 
easy proliferation of information may be undramatic but nonetheless 
trenchant. Collectively, foolishly, we are building a collective memory 
about as subtle and thoughtful as Funes’s own.
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As with Funes, the proliferation of data in our lives and the rudimen-
tary fi lters we use to manage it render us incapable of judging, discrimi-
nating, or engaging in deductive reasoning. Inductive reasoning, which 
one could argue is entering a golden age with the rise of massive data-
bases and the processing power needed to detect patterns and anoma-
lies, is beyond the reach of lay users of the Internet. To deal with these 
changes, Internet scholar Viktor Mayer-Schönberger suggests we engage 
in a signifi cant reengineering or reimagining of the default habits of our 
species: to record, retain, and release as much information as possible. 
Because we have for centuries struggled against the inertia of forgetting, 
we can’t easily comprehend the momentum and risks of remembering.6

MAYBE MEMORY IS NOT THE PROBLEM

In the summer of 2007, the technology writer Nicholas Carr contributed 
a provocative cover article to the Atlantic called “Is Google Making Us 
Stupid?” In it, Carr made the case that persistent dependence on the 
Web for intellectual resources and activity is fundamentally rewiring the 
minds of many people—his own included. “And what the Net seems to 
be doing is chipping away my capacity for concentration and contem-
plation,” Carr wrote. “My mind now expects to take in information the 
way the Net distributes it: in a swiftly moving stream of particles. Once 
I was a scuba diver in the sea of words. Now I zip along the surface like 
a guy on a Jet Ski.”7

Carr predicted that we would soon have in-depth psychologi-
cal and neurological data to support or disprove the hypothesis that 
Web use undermines the ability to engage in sustained thought. He 
cited a handful of preliminary studies that show people altering 
their habits of reading online. But Carr’s concerns went beyond that. 
He was worried that the more we consume online—snippets and 
links and videos and songs and animations and more snippets of text, 
each one sending us fl itting to another—the less we will be capable of 
sitting and reading, say, an extended discourse on how Google is affect-
ing our lives.
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If the empirical data on which Carr relied were thin and prelimi-
nary, his theoretical foundation was all too solid. Despite confl ating the 
general experience of using online media and the form and function of 
Google, Carr raised in that article many of the same concerns I have 
voiced in this book: Google expands the reign of technocracy by making 
us comfortable with it. Google feeds on and then feeds our techno-fun-
damentalist belief in the benign effects of technological progress. And 
Google was designed to supplement thought while recording the traces 
of our thought and exploiting that data in the service of more effi cient 
consumption. But Carr made one point I can’t agree with. He proposed 
that participating in this teeming new environment, designed to over-
stimulate, somehow fundamentally and irreversibly alters the pathways 
of our minds.

For this argument Carr invoked the specter of HAL, the computer 
in 2001: A Space Odyssey, who wails that his mind is going as Dave, 
his human adversary, unplugs the memory circuits. Carr also invokes 
Marshall McLuhan, the grandfather of a particular brand of media theory 
that posits that dominant communicative technologies mold conscious-
ness and thus create different types of people, such as “typographical 
man,” whose patterns of thought were shaped by the existence of printed 
texts. McLuhan argued that humans living before or outside writing 
and printing had (and have) different styles of thought and collective 
consciousness. Those of us who grew up reading lines on a printed page 
have much more structured and linear modes of thought as a result 
of these technologies. Those of us born into electronic media environ-
ments undergo a “retribalization,” or a return to a premodern mode 
of thought.8

All of these historical assertions are, of course, untestable. Once you 
overdetermine a set of categories—in this case, modes of thought—you 
can simply fi t whatever small sets you can collect of documented behav-
ior into those categories and proclaim the existence of a “new man” or 
a “new era.” Such historical and anthropological taxonomy has about 
as much validity as astrology. The plasticity of the human mind, a well-
documented phenomenon, means that human brains not only alter over 
time and with experience but can keep on changing. So if you worry, 
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with Nicholas Carr, that the Web is short-circuiting your capacities to 
think, you can just retrain your mind to think better. Training, though, 
is different from Lamarckian adaptation.

Overusing or abusing any tool or technique can leave you numb 
or foggy. So it’s not surprising that people report increased distrac-
tion in their lives after adopting technologies that have raised our cul-
tural metabolism. But in making too strong a claim for deep, biological 
change effected by technology, Carr commits the error of technological 
determinism.

A year after Carr’s article, the futurist Jamais Cascio wrote a rejoin-
der of sorts. Cascio claimed that electronic media are among the great 
technological advances that we humans now use to simulate evolution. 
Instead of relying on the slow winnowing power of natural selection and 
reproductive advantage, we now invent things that help us deal with 
life. Google and the Web are on that list. Cascio posits that the noisi-
ness of our digital, connected lives actually trains us to think better by 
teaching us to discriminate among stimuli. We may feel distracted and 
overwhelmed, but that’s just a function of the inadequacy of our fi ltering 
methods and technologies. If Google were better at fi ltering, as it likely 
will become, we would live happier, smarter, more sustainable lives. But 
even today, electronic media operate as “intelligence augmentation,” 
making us smarter, not dumber.9

Like Carr, Cascio is half right. He is correct in asserting that technolo-
gies (along with social norms and laws) have liberated us somewhat 
from the eternal cycle of Darwinian pressures. We now invent our way 
out of life-threatening situations. And even the geeks can breed. The soci-
ologist Lester Frank Ward made a similar argument in 1883, in response 
to Herbert Spencer’s endorsement of social Darwinism.10 And Cascio is 
correct to argue, pace Stephen Johnson, that many media forms today, 
especially video games, are so intellectually demanding that they are 
demonstrably making us more capable of sustained engagement and 
tactical, if not philosophical, thought.11

Cascio, though, commits an error similar to Carr’s. Both assume that 
technology necessarily and unidirectionally molds us. Cascio assumes 
that technologies lead us to something certain: the future is already 
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determined, and he knows what it will look like. He is, after all, a futurist 
by trade. He assumes that technologies drive our abilities and desires, 
instead of the other way around or, more accurately, in concert with 
us. According to Cascio’s brand of technological determinism, we are 
always getting better, always rising, never polluting our world or poi-
soning or fattening or numbing ourselves into submission.

Cascio hints at one of the more profound and potentially disturbing 
changes to our lives that Google has wrought. When he argues that 
our fi lters should and will be stronger, that we may soon resign our 
powers to edit and ignore to an algorithm, he is fl ashing on some real 
and alarming changes that Google has been implementing in its systems 
of late. Google might not be making us stupid. But we are making Google 
smarter, because of all the information about our individual interests and 
proclivities that we allow it to harvest.

The consequences of allowing Google to fi lter the abundance of infor-
mation for us by giving it information about us include a narrowing 
of our focus on the things that matter to each of us and the potential 
fracturing of our collective knowledge. The effects of Google’s increas-
ingly powerful mediation between us and the knowledge that we seek is 
particularly clear in the domain that I care most about: higher education.

THE GOOGLIZATION OF HIGHER EDUCATION

Learning is by defi nition an encounter with what you don’t know, what 
you haven’t thought of, what you couldn’t conceive, and what you 
never understood or entertained as possible. It’s an encounter with the 
other—even with otherness as such. That is the situation of the searcher 
in the old-fashioned sense of the term: one who seeks knowledge 
by encountering the new and different. The kind of fi lter that Google 
interposes between an Internet searcher and what a search yields shields 
the searcher from radical encounters with the other by “personalizing” 
the results to refl ect who the searcher is, his or her past interests, and 
how the information fi ts with what the searcher has already been shown 
to know.
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Since 2007, Google has embarked on a consistent process of installing 
customization technologies in Web Search for its power users (those who 
register with Google to use services such as Gmail, YouTube, Blogger, 
Google Books, and iGoogle). Once you register, a cookie is placed in 
your browser, and Google logs you in by default every time you visit. In 
2007, Google switched the default on one important aspect of its search 
service: automatic customization of search results. “We believe the search 
engine of the future will be personalized and that it will offer users better 
results,” Marissa Mayer said in an interview in 2007.

Note that Mayer did not express this decision as if Google were the 
actor choosing among alternatives. Her use of “will” suggests inevita-
bility, as if Google has no choice in the matter. Mayer explained that 
users’ search histories are more valuable than ever to Google’s efforts 
to personalize search results. And she conceded that setting defaults 
toward personalized search, making users actively opt out of personal-
ization, would condition users to expect customization. “It’s a hard sell 
sometimes,” Mayer said. “We’re asking them to sign up for a service 
where we begin to collect data in the form of search history, yet they 
don’t see the benefi ts of that, at least in its fullest form, for some time. 
It’s one of those things that we think about and struggle with. And that’s 
one reason why we’re trying to enter a model where search history and 
personalized search are, in fact, more expected.”12

Customization mean means that Google will deliver more results that 
fi t your known locality, interests, obsessions, fetishes, and points of view. 
That “narrowcasting” of fi ltered information could be very effi cient. If 
you know what you want, you might get it faster, with the right results 
higher on the page. It also allows Google to better customize adver-
tisements to you over time and build a richer profi le of its best users, 
those who use multiple Google services. However, if search results are 
more customized, you are less likely to stumble on the unexpected, the 
unknown, the unfamiliar, and the uncomfortable. Your Web search expe-
rience will reinforce whatever affi liations, interests, opinions, and biases 
you already possess.

The way we use the Web already offers us ample powers of custom-
ization that threaten republican values, such as openness to differing 
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points of view and processes of deliberation. Google, through customiza-
tion of Web search results, is redoubling those effects.13 Tailoring search 
results to refl ect who we already are and what we already know fractures 
us into different discourse communities that know what we know for 
certain (it’s all over the Web, after all), but know different things for 
certain about the same things. And the customization of search results 
refl ects the consumption imperative so prevalent in Google’s design in 
recent years. This trend toward customization will be great for shopping, 
but not so great for learning, especially at the college and university level.

In What Would Google Do? the media critic Jeff Jarvis posits a vision 
for a revolution in higher education that follows the contours of Google’s 
values and models. “Who needs a university when we have Google?” 
Jarvis asks provocatively. He does not, in fact, propose the dissolution 
of the academy. Instead, he argues, “education is one of the institutions 
most deserving of disruption—and with the greatest opportunities to 
come of it.”14

Jarvis does not fully explain why higher education deserves disrup-
tion instead of reform, enhancement, extension, investment, or any 
number of other words that imply improvement. He identifi es teaching, 
testing, research, and socialization as the chief roles of the university. He 
then examines these roles and concludes that a dispersed, Internet-based 
system such as Google would perform all of them better than the status 
quo does. He asserts that we do not need the “straitjacket of uniformity” 
of the university campus to accomplish socialization and networking for 
young people, because those should be lifetime pursuits. He claims that 
research should be collaborative and open, rather than cloistered in local 
laboratories. Testing and certifi cation can easily be replicated online. And 
teaching should be done by subscription, over the Web, by independent 
contractors who market their services to a broad consumer base, rather 
than to a group of captive subscribers. “Why are we still teaching stu-
dents to memorize facts when facts are available through search?”15

As an insider and career academic (second generation, at that), I was 
baffl ed by these prognoses and prescriptions. In his portrait of the status 
quo, Jarvis is describing a university I have never seen. The social scenes 
at all but the most conservative campuses in America are nothing if not 
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petri dishes of shared and personal experimentation. University research 
has always been collaborative across institutions and national borders, 
yet it still requires live staff, physical space and equipment, and the pur-
chasing power and infrastructure of a university to fund and manage it 
all. The practice of memorizing facts did not last long even in primary 
education (at least in the United States) after John Dewey’s reforms in 
the beginning of the twentieth century.

So I am not sure what Jarvis hopes to disrupt. For one thing, few insti-
tutions on earth have been as consistently and spectacularly successful 
as the American university. Although any student, professor, admin-
istrator, or taxpayer could list dozens of things they would like to see 
changed about these institutions, the fact remains that they have over-
whelming endorsement from their market: the best of them turn away 
four to ten times the number of applicants they admit. And even at less 
exclusive institutions, such as state technical and teaching universities, 
quality teaching prevails. It succeeds in the sense of propelling many 
graduates and their families into the middle class or higher. America’s 
community colleges serve millions who wish to establish a foundation 
for further study or acquire new or updated career skills. Jarvis, like so 
many critics of higher education, merely takes the elite institutions as 
his target and accuses them of the very exclusivity that defi nes them as 
elite. He assumes that what happens at Harvard matters to more than 
just the few thousand people who get to attend it, and he ignores the fact 
that many of the most important innovations of the past century—from 
effi cient processes of milk pasteurization to drugs that regulate blood 
clotting during surgery to the free and open-source software that Jarvis 
celebrates—could only have emerged from universities.

The larger source of my baffl ement is the fact that my employer, the 
University of Virginia, has been succeeding at its mission since Thomas 
Jefferson founded it in 1819. Google was founded in 1998. Yet Jarvis is 
so impressed by Google that he prescribes its management and organi-
zational style for the university. I try to avoid making predictions in my 
scholarly life, but I am willing to bet money that in one hundred years 
the University of Virginia will remain a premier institution of research 
and education, and Google will be no more. Virginia might not have 
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beaten Duke in basketball by then, but it will still be producing brilliant 
graduates and essential research and serving the state of Virginia well.

But Jarvis’s greatest error in his commentary on the Googlization of 
higher education is to ignore the fact that Google itself emerged from 
universities because of their strengths and values—not despite their 
weaknesses and maladies. That’s why the founders of Google remain 
so involved in higher education. They make donations to their alma 
maters, give graduation speeches, sponsor scholarships, recruit vora-
ciously on campuses, and collaborate with universities in every aspect of 
their business. Google thus is not the answer to the problem of universi-
ties: it is the product of the brilliance and success of universities. If any-
thing, universities could be the answer to many of the problems raised 
by Google.

In fact, the relationship between Google and the universities of the 
world is more than close—it is uncomfortably familial. In recent years, 
Google has moved to establish, embellish, or replace many core uni-
versity services, such as library databases, search interfaces, and e-mail 
servers. Google’s server space and computing power have opened up 
new avenues for academic research. One experiment, Google Scholar, 
has allowed nonscholars to discover academic research they might never 
have encountered, and Google Books has radically transformed both 
the vision and the daily practices of university libraries. Through its 
voracious efforts to include more of everything under its brand, Google 
has fostered a more seamless, democratized, global, cosmopolitan infor-
mation ecosystem. Yet it has simultaneously contributed to the steady 
commercialization of higher education and the erosion of standards of 
information quality.

At a time when cost pressures on universities and their students have 
spiked and public support for universities has waned, Google has capi-
talized on this public failure, this erosion or retreat of state commitment. 
The ubiquity of Google on campus has generated both opportunity and 
anxiety. Unfortunately, universities have allowed Google to take the lead 
in and set the terms of the relationship.

There is a strong cultural affi nity between Google corporate culture 
and that of academia. Google’s founders, Sergey Brin and Larry Page, 
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met while pursuing PhDs in computer science at Stanford University.16

The foundational concept behind Google Web Search, the PageRank 
algorithm, emerged from an academic paper that Brin and Page wrote 
and published in 1999.17 Page did his undergraduate work at the Uni-
versity of Michigan and retains strong ties with that institution. Some 
of the most visionary Google employees, such as the University of 
California at Berkeley economist Hal Varian, suspended successful aca-
demic careers to join the company. So it’s not surprising that Google’s 
corporate culture refl ects much of the best of academic work life: unstruc-
tured work time, horizontal management structures, multidirectional 
information and feedback fl ows, an altruistic sense of mission, recre-
ation and physical activity integrated centrally into the “campus,” and an 
alarmingly relaxed dress code. For decades, American universities have 
been instructed to behave more like businesses. Google is an example 
of a stunningly successful fi rm behaving as much like a university as it 
can afford to.

The core value that Google incorporated from academia is peer 
review—the notion that every idea, work, or proposition is contingent, 
incomplete, and subject to criticism and revision by qualifi ed reviewers. 
This practice is not particular to Google. All open-source or free software 
projects and much of the proprietary software industry owe their cre-
ative successes and quality-control systems to peer review. In fact, the 
entire Internet is built on technologies that emerged from peer-review 
processes. But Google, much more than the other major fi rms engaged 
in widespread and public distribution of software and information, owes 
its very existence to an explicit embrace of the concept of peer review.

Google owes its success to the dominance of its Web Search engine 
and the ability of the company to run simple auctions to place paid 
advertising spots alongside seemingly organically generated search 
results. When you type “shoe store” in a Google search box and Google’s 
PageRank algorithm sorts through Web pages that contain the phrase 
“shoe store,” ranking them based on the number of other pages that link 
to those pages, the result, which takes mere seconds, is a stark list of 
sources based on relative popularity. In this context, popularity stands in 
for quality assessment. This is not merely a vulgar, market-based value 
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at work, however. The same principle guides academic citation-review 
systems. Google’s founders were working on citation-analysis projects 
when they came up with the idea of applying such a system to the chaos 
that was the World Wide Web.18

Popularity turned out to be a highly effective method of fi ltering and 
presenting Web search results. As we’ve seen, Google became the market 
leader among search engines by outsourcing editorial judgment to the 
larger collective of Web authors (or, as the Harvard law professor Yochai 
Benkler puts it, “peer producers”).19 Back in the late twentieth century, 
every other search engine used some combination of embedded advertis-
ing (site owners paid for good placement within searches) and “expert” 
judgment (search-engine staff determined whether a site was worthy of 
inclusion in the index). By contrast, as Benkler puts it, “Google harnessed 
the distributed judgments of many users, with each judgment created as 
a by-product of making his or her own site useful, to produce a highly 
valuable relevance and accreditation algorithm.”20

Of course, the practice of determining the value of a work by its 
appearances in others’ citations (bibliometrics) is a controversial and 
troublesome topic within academic culture.21 Widely used in the sciences 
for decades, the expansion of the principle to measure the presumed 
“impact” or “value” of scholarship within the humanities has generated 
widespread criticism, because much of the best work is published in 
books, rather than in a stable set of indexable journals.22

The inclusion of peer review in the corporate culture of Google need 
not, of course, have come directly from university life. It could have just 
as easily come from another fi eld that shares a common ancestry with 
Google: the free and open-source software world. Applications that have 
emerged from widespread multiauthor, collaborative environments have 
reshaped every element of the information creation and dissemination 
process. Almost all e-mail systems, most Web servers, and an increasing 
number of Web browsers and computer operating systems were built 
without proprietary claims or controls. Free and open-source software 
projects and innovators have promoted an ideology of open exchange, 
constant peer review, and general freedom within a commercial struc-
ture that allows for remuneration for services rendered, rather than for 
computer code delivered. The fact that many of the early innovators of 
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the free and open-source software movement emerged from academia 
explains the ideological continuities between academic computer science 
departments, many profi table software fi rms, powerful amateur com-
munities that build and maintain the Internet and the World Wide Web, 
and Google itself.23

Whatever its source, Google’s method of fi ltering and ranking infor-
mation, which weighs both the interests of the searcher and the judg-
ments of peer producers of knowledge, has had signifi cant effects on 
the way people on both sides of the lecture podium understand what 
goes on in higher education and how to access, present, refl ect on, and 
use knowledge creatively. The Googlization of knowledge has affected 
students, their professors, university research, and, more broadly, 
the institutional infrastructure that supports research, teaching, and 
learning.

THE GOOGLIZATION OF STUDENTS

Paradoxically, the very reliance on the principles of peer review within 
Google and reliance on the principles of peer review in the Google 
Page Rank algorithm have undermined an appreciation for distinc-
tions between information sources—at least among university stu-
dents. According to a summary of two user studies conducted among 
students in the United Kingdom, commercial Internet search services 
dominate students’ information-seeking strategies. The studies found 
that 45 percent of students choose Google as their prime search technol-
ogy when doing research for assignments. Only 10 percent consulted 
the university library catalog fi rst. Students reported that “ease of use” 
was their chief justifi cation for choosing a Web search engine over more 
stable and refi ned search technologies, but they also expressed satisfac-
tion with the results of the searches done with Google and other major 
search engines.

These results are not surprising. But one particular conclusion should 
trouble anyone concerned about the infl uence of Google on the abilities 
of university students to navigate information: “Students’ use of [search 
engines] now infl uences their perception and expectations of other 
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electronic resources.” In other words, if higher-quality search resources 
and collections do not replicate the reductive simplicity and orderliness 
of Google’s interface, they are unlikely to attract students in the fi rst 
place and are sure to frustrate those students who do stumble on them.24

A relatively early study from 2002 conducted for the Pew Internet and 
American Life project found that “nearly three-quarters (73 percent) of 
college students said they use the Internet more than the library, while 
only 9 percent said they use the library more than the Internet for infor-
mation searching.”25 This is a confusing way to frame the question, 
however, because even at the beginning of the twenty-fi rst century, most 
academic libraries offered online access to library resources (especially 
journals) via the Internet. So the question sets up a false distinction. 
Since 2004, in fact, many libraries have offered direct links from Google 
Scholar to their library collections when the user connected to a univer-
sity network. So the notions of “library” and “Internet” have merged 
signifi cantly for university students in the United States.

The shift toward Google as the fi rst and last stop in research may not 
be as universal as we assume. A contrasting set of results came from a 
study of student research behavior at Saint Mary’s College in California. 
This study, published in 2007, showed that “a majority of students began 
their research by consulting course readings or the library’s Web site 
for on-line access to scholarly journals. To a lesser extent, students used 
Yahoo!, Google, and Wikipedia as fi rst steps.” In addition, the study 
found that students regarded bibliographies and other aggregated or 
subject-based research resources as the most fruitful places to start. 
“A majority of students were not as reliant on search engines as prior 
research studies have suggested,” wrote the study’s author, Alison Head. 
“Only about one in 10 students in our survey reported using Yahoo! 
or Google fi rst when conducting research. Only two in 10 students in 
our survey used search engines as a second step.”26 Overall, however, 
students at Saint Mary’s reported themselves to be signifi cantly chal-
lenged by research assignments and were frustrated by unclear expecta-
tions and an inability to discriminate between sources for quality and 
relevance. What’s clear from these studies is that students need a tre-
mendous amount of guidance through the information ecosystem, and 
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universities are not yet providing them with the necessary tools. Whether 
students start from course materials, Wikipedia, or Google, they need to 
know where to go next and why.

In her substantial argument for better information literacy, The Uni-
versity of Google: Education in the (Post)information Age, Tara Brabazon of 
the University of Brighton (U.K.) offers some stories of her students’ 
research habits. “Google, and its naturalized mode of searching, encour-
ages bad behavior,” she writes.27 Brabazon explains that the seductive 
power of Google—its perceived comprehensiveness and authoritative-
ness—fools students into thinking that a clumsily crafted text search 
that yields a healthy number of results qualifi es as suffi cient research. 
Even if Google links students to millions of documents heretofore inac-
cessible, it does nothing to teach them how to use the information they 
discover or even to distinguish between true or false, dependable or 
sketchy, polemical or analytical. Because simple Web searches favor 
simple (and well-established) websites, students are unlikely to discover 
peer-reviewed scholarship unless they actively select the obscure Google 
Scholar service; and even then, they must hope that their institution has 
access agreements with content providers that will allow them to read 
the full text of the articles they fi nd, because much academic work is 
confi ned to paywalled sites.28

Brabazon criticizes these practices as an expression of a particular 
form of literacy—operational literacy—which encourages students to 
be “code breakers” of complex, multimedia works yet fails to consider 
other important modes of literacy such as critical literacy, or the ability 
to judge and distinguish between pieces of information and synthesize 
them into new, coherent works. Brabazon concludes that universities 
should not embrace the ideology of “access” and “fi ndability” uncriti-
cally but should supplement the ubiquitous power of Google with cur-
ricular changes that emphasize the skills of critical literacy. “Critical lit-
eracy remains an intervention, signaling more than a decoding of text or 
a compliant reading of an ideologue’s rantings,” Brabazon writes. “The 
aim is to create cycles of refl ection.” The production of sound arguments, 
interpretations, and analyses has become more of a challenge in the 
age of constant connectivity and information torrents.29
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There is no reason to believe that Google will recede in importance 
in students’ lives any time soon. Nor is there any reason to celebrate 
Google’s pervasive reputation as an unadulterated boon to the process 
of learning. There is much work to be done to understand what this new 
information menu offers students and the rest of us.

THE GOOGLIZATION OF SCHOLARSHIP

The effect of Google on college students is replicated in its effect on the 
scholars who teach them and on their research. The best example of this 
effect is the way Google Scholar fi lters and represents the current state 
of scholarship in a variety of fi elds.

Google Scholar is an interesting side project for the company. Released 
in 2004, it serves as a broad but shallow access point to a range of aca-
demic work. Google convinced hundreds of suppliers of electronic 
scholarly resources to open their indexes up to Google’s “spiders” so 
that articles could be scanned, copied, and included in Google’s index. 
Publishers benefi t from their articles’ receiving enhanced exposure to 
reading communities beyond academia (and within academia, at institu-
tions that lack full, paid access to certain data collections). The service 
does something that no other search engine of academic resources does: 
it offers links to works in areas as diverse as materials science, biophys-
ics, computer science, law, literature, and library science as results of the 
same keyword search (for instance, “Vaidhyanathan”, because there are 
Vaidhyanathans publishing in all of these areas).

However, according to academic librarians, Google Scholar has been 
constructed with Google’s usual high level of opacity and without serious 
consideration of the needs and opinions of scholars. The major criticisms 
include the lack of transparency about how the engine ranks and sorts 
works, the fact that collections are uneven and results undependable, 
and the problem that the search interface lacks the detail librarians and 
scholars demand to fi nd the precise article they need. As with most of 
Google’s services, the greatest strengths of the service—its breadth of 
coverage and ease of use—generate its greatest fl aws: lack of depth and 
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precision. So the service is clearly a boon to students and lay researchers 
but of limited utility to scholars.

One study of Google Scholar’s functions discovered that its index 
lagged almost a full year behind works published in the leading PubMed 
collection and concluded that “no serious researcher interested in current 
medical information or practice excellence should rely on Google Scholar 
for up-to-date information.”30 Because North American publishers have 
been most aggressive in including their works in Google Scholar (or 
perhaps because Google has been most aggressive in attracting North 
American publishers), many works in languages other than English fail 
to show up on the fi rst few pages of Google Scholar searches. German 
literature and social science research, for instance, are heavily under-
represented in search results.31

As more journals move online, research and citation behavior changes 
as well. A study published in Science in 2008 demonstrated that as more 
journals came online between 1998 and 2005, scientifi c literature as a 
whole cited fewer and newer sources. In other words, forcing scien-
tists to peruse bound volumes of old journals encouraged serendipitous 
discovery and a deeper acknowledgment of long-term academic 
debates. Thus, online researchers are more likely to echo a prevailing 
consensus and to narrow the intellectual foundation on which their 
research lies.32

Google only serves to accentuate this trend. The mystery of why one 
particular work is ranked above another in Google Scholar searches does 
not help. Google’s “About Google Scholar” site explains that “Google 
Scholar aims to sort articles the way researchers do, weighing the full text 
of each article, the author, the publication in which the article appears, 
and how often the piece has been cited in other scholarly literature. 
The most relevant results will always appear on the fi rst page.”33 This 
declaration fails to explain much. The principle at work certainly biases 
science and technology works above those in the social sciences and 
humanities, because the lattice of article citations makes up a more solid 
structure in the sciences than in the humanities, where much of the most 
infl uential work appears in books. Also, citation counts do not indicate 
absolute value, even in the sciences. A high number of citations might 
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indicate that an article stands as prevailing wisdom or consensus within 
a fi eld and thus serves as foundational; but, just as likely, a high number 
of citations could indicate that an article is suspect and open to question. 
These are not equal values, and ranking articles as if they were is trou-
blesome. Finally, because Google Scholar operates by full-text indexing 
and searching, results are likely to come from divergent collections and 
fi elds. A search for “human genome project” yields a large number 
of metascholarly articles, works that describe or analyze the Human 
Genome Project from a variety of perspectives. The fi rst-page results are 
all from major fi gures in the fi eld, such as James Watson and Francis 
Collins. But they include no articles about actual research done using 
the human genome database. For those, one must search for a specifi c 
term or gene. A search for “whale oil” could yield results from agricul-
ture journals, ecology journals, and articles about Herman Melville’s 
Moby Dick.

Although studies comparing Google Scholar with other commercially 
available search indexes for scholarly material consistently demonstrate 
the inadequacies of Google Scholar, it’s clear that Google remains front 
and center in the perceptions of both faculty and students.34 This makes 
information-assessment skills more important than ever. In addition, 
because Google Scholar rankings serve as proxies for citation analyses 
that assess the contribution of scholars to their fi elds, they can have 
a direct effect on academics’ employment and promotion prospects. 
Google Scholar therefore makes the role of librarian central to and more 
visible within every part of the academic mission. Paradoxically, the 
more we use Google Scholar, the more we need librarians to help us 
maneuver through the fog of data and scholarship that it offers.

THE GOOGLIZATION OF RESEARCH

The Googlization of the indexing of scholarly works may seem like a 
fairly limited issue, but underlying it is a much more troubling concern: 
the Googlization and hence the further commercialization of the infra-
structure supporting academic research. Google’s major advantage over 
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almost every other information fi rm in the world, and certainly over 
every university, is the massive server space and computing power at 
its disposal. The scale of Google’s infrastructure is a company secret, but 
its willingness to give each Gmail user two gigabytes of server space 
to store e-mail is some indication that the capacity of Google’s server 
farms is immense.

Google’s remote storage space is large enough and its computers fast 
enough to host and contribute to some massive collaborative research 
projects. In October 2007, Google joined with IBM to establish a server 
farm devoted to research projects that demand both huge data sets and 
fast processors—expensive ventures for universities to undertake alone. 
The University of Washington signed up to be the fi rst computer science 
department to use the Google-IBM resources. It was soon joined by 
Carnegie Mellon University, the Massachusetts Institute of Technology, 
Stanford University, the University of California at Berkeley, and the 
University of Maryland. Researchers at Washington are using servers 
equipped with suites of open-source software to run complex analyses 
of Web-posting spam and geographical tagging.35 In March 2008, the 
National Science Foundation agreed to vet research proposals for proj-
ects that would employ the Google-IBM service.36

The benefi ts to researchers and their universities are clear: no single 
university can afford to purchase servers and processors on this scale. 
By computing in the “cloud,” using a set of remote servers networked 
to inexpensive personal computers, researchers from around the globe 
can collaborate. Big science can be done faster and cheaper if Google, 
IBM, and universities can combine their brain and computing power.37

The benefi ts to Google and IBM are clear as well: many of the compu-
tational problems that academic researchers hope to solve happen to be 
of interest to these two companies. This project gives them easy access 
to the knowledge that researchers generate while using these systems.38

In keeping with Google’s traditions and values, Google does not appear 
to claim exclusive rights to work done with its help. However, university 
offi cials who negotiate contracts with Google often must sign nondis-
closure agreements to ensure that Google’s competitors do not have too 
clear a picture of what the company is doing with its academic partners.
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Computing in the cloud is both radically empowering and poten-
tially worrying. One downside involves the tangle of rights claims that 
a widespread collaboration among individual researchers, university 
technology-transfer offi ces, and major computer companies might gen-
erate.39 Such a confusing, complicated set of claims not only risks years 
of litigation among the parties but could attract signifi cant antitrust scru-
tiny as well.

Cloud computing and massive, distributed computation have already 
been declared the next great intellectual revolution by Wired magazine, 
which prides itself on predicting such trends. Its editor, Chris Ander-
son, wrote in June 2008 that the ability to collect and analyze almost 
unimaginable collections of data renders the standard scientifi c process 
of hypothesis, data collection, testing, revision, publication, and further 
revision almost obsolete. Anderson wrote:

Google and like-minded companies are sifting through the most mea-
sured age in history, treating this massive corpus as a laboratory of the 
human condition. They are the children of the Petabyte Age. . . . At the 
petabyte scale, information is not a matter of simple three- and four-
dimensional taxonomy and order but of dimensionally agnostic statis-
tics. It calls for an entirely different approach, one that requires us to 
lose the tether of data as something that can be visualized in its totality. 
It forces us to view data mathematically fi rst and establish a context 
for it later. For instance, Google conquered the advertising world with 
nothing more than applied mathematics. It didn’t pretend to know any-
thing about the culture and conventions of advertising—it just assumed 
that better data, with better analytical tools, would win the day. And 
Google was right.40

Needless to say, Anderson’s techno-fundamentalist hyperbole belies a 
vested interest in the narrative of the revolutionary and transformational 
power of computing. But here Anderson has stepped out even beyond 
the pop sociology and economics that usually dominate the magazine. 
Anderson claims “correlation is enough.”41 In other words, the entire 
process of generating scientifi c (or, for that matter, social-scientifi c) theo-
ries and modestly limiting claims to correlation without causation is 
obsolete and quaint: given enough data and enough computing power, 
you can draw strong enough correlations to claim with confi dence that 
what you have discovered is indisputably true.
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The risk here is more than one of intellectual hubris: the academy 
has no dearth of that. Given the passionate promotion of such com-
putational models for science of all types, we run the risk of diverting 
precious research funding and initiatives away from the hard, expen-
sive, painstaking laboratory science that has worked so brilliantly for 
three centuries. Already, major university administrations are pushing 
to shift resources away from lab space and toward server space. The 
knowledge generated by massive servers and powerful computers will 
certainly be signifi cant and valuable—potentially revolutionary. But it 
should not come at the expense of tried-and-true methods of discov-
ery that lack the sexiness of support from Google and an endorsement 
from Wired.

HOW SHOULD UNIVERSITIES MANAGE GOOGLE?

As Google has assumed a progressively greater role in the way that 
students, faculty, and university administrations pursue knowledge, 
the company has been calling the shots. Every few months, it seems, 
it approaches universities with a new initiative that promises stunning 
returns for the academic equivalent of no money down. Since 2006, for 
example, Google has been competing with Microsoft and Yahoo to take 
over university e-mail services, thus locking in students as lifetime Gmail 
users and allowing the company to mine the content of their e-mail for 
clues about consumer preferences and techniques for targeting advertise-
ments.42 The potential of relieving the university of the cost of running 
e-mail servers and being able to eliminate storage-space restrictions for 
users is almost too attractive to pass up.

What can and should universities do about these issues? For the 
answer to that, as for the answer to what we can do about the Googliza-
tion of knowledge in general, the Googlization of us, and the Googliza-
tion of the world, we need to take a step back and return to considering 
the prospects for the creation and maintenance of a vital public sphere 
in a globalized digital age. We should be wary. We should not let one 
rich, powerful company set the research and spending agenda for the 
academy at large simply because we—unlike Google—are strapped for 
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cash. The long-term costs and benefi ts should dominate the conversa-
tion. We should not jump at the promise of quick returns or even quick 
relief. The story of Google’s relationship with universities is not unlike 
the tragedy of Oedipus. Since its birth, Google, overfl owing with pride, 
has been seducing its alma mater—the academy. If Google is the lens 
through which we see the world, we all might be cursed to wander the 
earth, blinded by ambition.



CONCLUSION

THE HUMAN KNOWLEDGE PROJECT

In his 1941 short story “The Library of Babel,” Jorge Luis Borges describes 
a universe structured in the form of a library. It is constructed of an infi -
nite number of hexagonal cells. Each cell contains four walls of books 
arranged at random, with no stable indexing system to guide readers 
to the valuable or useful ones. Most of the books on the shelves are 
unreadable. Either they are full of nonsense words and letters, or they are 
meaningful but in code. But because the library is infi nite, by defi nition it 
must contain every possible piece of knowledge. Infi nite random occur-
rences of text and symbols should produce poetry, biography, history, 
and mystery. In addition, every book must necessarily be translated per-
fectly and in every language somewhere in the stacks and cells. As with 
his story about Funes, Borges makes the point that amassing vast, infi nite 
collections of information ultimately gets us no closer to wisdom. Even 
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the librarians in the Library of Babel are driven insane by the prospect 
of perfect, complete knowledge that is frustrated by their inability to 
navigate the system. They come to believe that somewhere in the library 
a catalog must exist among the books themselves. After all, if every other 
possible book must necessarily exist, so must the catalog. The master of 
this catalog is a mythical fi gure known as the “Book-Man.” The story 
unfolds with the logical, systematic, and ultimately destructive search for 
the Book-Man and the catalog of all knowledge. In the Library of Babel, 
the Book-Man is a myth, a dangerous object of veneration. In our lives, 
Google is fast assuming the role of Book-Man.1

In an interview with the Wall Street Journal in August 2010, Google’s 
chief executive offi cer, Eric Schmidt, made a startling claim about the 
relationship among people who use Google, the company’s search ser-
vices, and the real world itself. “I actually think most people don’t want 
Google to answer their questions,” Schmidt said. “They want Google to 
tell them what they should be doing next. . . . We know roughly who 
you are, roughly what you care about, roughly who your friends are.”2

Google, in other words, was moving quickly from a service through 
which people found information online to one in which it served as 
an embedded guide to navigating choices, associations, tastes, and the 
world around us. This means that Google, the most fl exible yet power-
ful information fi lter we use regularly, could come to exercise inordinate 
infl uence over our decisions and values. It would be so closely tailored 
to refl ect the choices we had already made that it could reliably predict 
how to satiate our established desires. Google would go beyond being 
Borges’s Book-Man: it would be the World-Man. Everything would 
be Googlized.

IMAGINING A BETTER WAY

To have a healthy global public culture, members of the public must 
be able to share reliable information about matters of shared concern. 
Individuals and groups should be able to connect, converse, and col-
laborate humanistically and humbly. Changes in the economies of the 
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world, the technologies of delivery and exploration, and the role of 
established institutions have all put new pressures on the public sphere. 
Google is but one actor in that global ecosystem. It’s a central actor, to 
be sure. It increasingly structures and orders the sources of knowledge 
and the behavior of people and institutions that use Google. Histori-
cally, we have used newspapers, books, and other vessels of knowledge 
to feed the public sphere. These days, commercial support for journal-
ism and nonfi ction book publishing is eroding. As the information eco-
system we have grown accustomed to over the past fi fty years dries 
and crumbles, we owe it to ourselves to invest in and support an envi-
ronment that will enable experimentation and the emergence of new 
institutions and voices that can foster local republican values and global 
democratic culture.

The Internet has been remarkably effective as a medium for distrib-
uting materials cheaply and quickly and—to a lesser extent—fostering 
serious discussion and profound creativity. It’s only common sense that 
we should support policies meant to foster innovation and the cheap, 
easy acquisition of knowledge. What that infrastructure should look like, 
however, and how we can achieve it, are questions we need to consider 
very seriously. Given the Googlization of everything that I’ve explored 
in these pages, one of the principal issues we need to consider is the role 
that Google plays in promoting or preventing the development of a vital 
global network that increases access to knowledge. The question is not 
whether Google treats us well but whether this is best we can do. Is the 
system, as Google has designed and governed it, ideal for all parts of 
the world and all segments of society? Is it durable and extensible over 
the long term? Will it let us both preserve and create? Will it let us fi lter 
wisely and connect widely?

We may be satisfi ed with, even excited about, the Googlization of 
everything. But we should realize that Google is not what it used to be. 
In recent years, the company has made several major shifts in emphasis 
and practice. In general, where once Google specialized in delivering 
information to satiate curiosity, now it does so to facilitate consumption. 
“Search” as a general concept of intellectual query has mutated into a 
process of “browsing” for goods and services. Where once users were 
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guided to the unfamiliar, now targeted and customized searches are the 
default, thus driving us toward the familiar and comfortable. Where once 
the collection of incoming links generated search results (as imperfect 
as that system was), now Google accepts more human editing and is 
starting to recognize brands as indicators of quality in search results.3

Google gives content from its partners prominent positions in YouTube 
and Google Books. Under the terms of its settlement with publish-
ers and the Authors’ Guild, Google Books could essentially operate 
vending machines in public libraries throughout the United States. 
And newspapers are pressuring Google to enter some sort of deal to 
privilege their content over that of more popular aggregators such as 
Huffi ngton Post.

Over the next decade, Google will change even more signifi cantly. 
Personnel will come and go. Projects will start up and end. Investors 
and board members will express satisfaction with some initiatives and 
disapproval of others. Google’s leaders—Sergey Brin, Larry Page, and 
Eric Schmidt—could leave the company because of illness or profes-
sional differences. Google might fail to make enough money to cover 
the costs of its commitments and liabilities. Governments might severely 
restrict Google’s ability to turn attention into cash or to dominate the 
search market. Anything is possible. And whereas institutions such as 
libraries, states, and universities tend to last for centuries, commercial 
fi rms rarely make it through one century. Most die or change unrecog-
nizably within their fi rst two decades. Google is halfway to that point. 
We should not count on the company being the same old Google, or 
even being around to serve as well as it has done so far, when it lurches 
through adolescence.

Clearly, we should not trust Google to be the custodian of our most 
precious cultural and scientifi c resources. We should not assume that 
Google, with its focus on delivering what we want—or think we want—
will deliver what we actually need. We made a grand mistake over the 
past few years. We were relieved to have a big, rich, brave company, one 
that proclaimed it would not “be evil,” to assume responsibility for the 
digitization and distribution of many of the most precious intellectual 
and cultural resources our species has produced.
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In a sense, we missed an opportunity. About the same time that Google 
started, we could have coordinated a grand global project, funded by 
a group of concerned governments and facilitated by the best national 
libraries, to plan and execute a fi fty-year project to connect everybody to 
everything. At least we could have executed a plan to digitize the major 
collections of hundred or so major libraries around the world and unify 
the works under a searchable index. We could have launched something 
like a “Human Knowledge Project.” Now, a dozen years later, it’s harder 
to do that. But it’s not impossible. In fact, it’s still necessary if we want 
to pursue the dream of a vital global public sphere.

The very presence and wealth of Google are the greatest impediments 
are to such a grand global project. Google not only has been crowding 
out investment in projects that would run along these lines, but has also 
been crowding out imagination. Google’s most attractive feature in its 
efforts to be the chief agent engaged in generating a global universal 
library is the speed with which it undertakes projects. As Paul Courant, 
the head of the libraries at the University of Michigan, writes in support 
of Google’s massive effort to digitize millions of books, “For myself, 
I’d like to unleash my colleagues and our students on this remarkable 
resource while I’m still around to see what happens.”4

Google has three key advantages over some nebulous, long-term 
public initiative. First, it has the computational power to make great 
strides toward this effort by itself. Second, it has a revenue-generating 
system that could help to fund such an endeavor and thus save public 
entities from having to fund it, especially in the midst of a global reces-
sion. Third, by amassing the cultural capital for appearing to foster a 
grand public service, Google has the incentive to continue this project 
for the foreseeable future. Google’s reputation, so far justifi ed, for build-
ing systems that are relatively open and customizable, and for signing 
nonexclusive contracts to acquire materials, has inoculated it against 
many concerns about “cornering the market” on knowledge distribution.

Still, it’s important to remember that just because Google behaved a 
certain way between 1998 and 2008 does not mean it will behave that way 
for the next ten years. As we have seen, Google is changing its nature 
already. Moreover, Google offers no guarantees of quality, universality, 
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or openness. Without fi rm regulations, a truly competitive market, or 
a competing public project, we have no recourse in the event of sub-
standard performance or malfeasance by the company. If this is such an 
important mission for our species, is it not important enough to promote, 
debate, and fund publicly? If it’s not important enough, then fi ne. Let’s 
drop the whole idea and allow a fractured, privatized system, with all 
its inherent inequalities of access, to prevail.

But if we really care enough to dream and work toward a goal of 
a universally accessible and usable global information ecosystem as 
the basis for an expanded public sphere, then we should at least muster 
the political will to pursue it—if not for the sake of the citizens of the 
future and the system itself, then at least for the sake of politics. After 
all, ensuring the proper distribution of public goods is what politics is 
all about.

Fundamentally, we should demand patience, deliberation, and quality 
over expediency, centralization, and thrift. Leaders of the world might 
not concur, but I think that the potential of leveling knowledge discrep-
ancies, linking every curious person to quality resources that can help 
guide us through a complex world, is worth waiting fi fty years for and 
spending millions of dollars to achieve. It’s more important to do it right 
than to do it fast. It’s more important to have knowledge sources that 
will work one hundred years from now than to have a collection of poor 
images that we can see next week. And it’s more important to link poor 
children in underdeveloped regions with knowledge than to quicken the 
pace of access for those of us who already live among more information 
than we could possibly use.

THE HUMAN KNOWLEDGE PROJECT: AN INVITATION

I conclude with an invitation to participate in a project to design an infor-
mation ecosystem that would outlive Google. This endeavor, which I call 
the Human Knowledge Project, would identify a series of policy chal-
lenges, infrastructure needs, philosophical insights, and technological 
challenges with a single realizable goal in mind: to organize the world’s 
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information and make it universally accessible. I am sure Google won’t 
mind if we copy its mission statement.

Over the next decade, the project would hold a series of meetings to 
bring together thinkers and designers who can forge a vision and a plan 
for a just and effective global information ecosystem. I would start small, 
with a few visionaries mapping out the broad contours of the project. 
Then I would invite hundreds of interested and talented contributors to 
work on specifi c elements of the vision. The Human Knowledge Project 
should be open, public, global, multilingual, and focused. It should be 
sensitive to the particular needs of communities of potential knowledge 
users around the world, yet it should be committed to building a global 
system that can erase the disparities in knowledge that currently exist 
between a child growing up in a poor village in South Africa and another 
growing up in a wealthy city in Canada.

We already have the technologies that can make this happen. What 
we lack are a legal infrastructure that can let more knowledge fl ow 
freely at low or no marginal cost to the user of knowledge, removing 
impediments such as overly protective and anticompetitive intellectual-
property powers; a set of global policies explicitly designed to serve 
the underserved, closing the digital divide that privileges the wealthy 
and better educated; a set of protocols or norms that would help us 
differentiate reliable and useful knowledge from massive distractions 
and rumor, ending coercive Internet practices that pick winners by 
favoring some content over others (that is, that violate network neu-
trality); agreements on technical standards, ensuring the quality and 
preservation of information worldwide; and a system of global gov-
ernance, ensuring accountability and transparency throughout the 
system. These are not easy objectives to achieve. I would anticipate 
many fi ghts and disagreements about the best way forward. But it’s 
better to have these things argued in a deliberative forum than decided 
according to the whims of market forces, technological imperatives, and 
secretive contracts.

Our current information ecosystem is a tangled thicket, consisting of 
bound, stable, localized, and hierarchical outlets such as old university 
libraries, commercial publishers, and states; amateur-driven and thus 
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unstable projects such as Wikipedia and blogs; and hypercommercial-
ized, data-mined, advertising-directed platforms such as Google. The 
post-Google agenda of the Human Knowledge Project would be com-
mitted to outlining the values and processes necessary to establish and 
preserve a truly universal, fundamentally democratic global knowledge 
ecosystem and public sphere.

I foresee public libraries as the nodes of the Human Knowledge 
Project. Because libraries are increasingly the places where poor people 
seek knowledge and opportunity via the Internet, we should take advan-
tage of them to connect people with knowledge in the richest and most 
effective ways possible. In addition, if we rapidly increase funding for 
libraries around the world, they will spend more on the products that 
support the public sphere, such as newspapers, magazines, journals, 
books, videos, recordings, and software. The Human Knowledge Project 
moves beyond such short-term concerns as how newspapers might 
become profi table again. And it gets beyond blaming Google, Craigslist, 
the Huffi ngton Post, and other Web services for the downfall of tradi-
tional journalism and publishing. The Human Knowledge Project takes 
a broad and deep approach in hopes of serving the public’s need for 
knowledge in the best way possible and fostering a fl owering of creativ-
ity and civic engagement.

I would like to see a plan to fund and support a global network of 
libraries, staffed by trained professionals, equipped with durable and 
fl exible technology, open to assist people of every station with their 
inquiries. There is no “global library system” per se. There is not even 
a standardized national library system in the United States. However, 
high standards of professionalism and technologies are upheld by pro-
fessional schools of library science and information in the United States. 
To realize this global project, the noncommercialized physical space of 
public libraries and the high ethical and technical standards of profes-
sional librarianship are more needed than ever.

The Human Knowledge Project would consider questions of organiza-
tion and distribution at every level: the network, the hardware, the soft-
ware, the protocols, the laws, the staff, the administrators, the physical 
space (libraries), the formats for discrete works, the formats for reference 
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works such as dictionaries and encyclopedias, the formats for emerging 
collaborative works, and the spaces to facilitate collaboration and cre-
ativity. But the Human Knowledge Project would not be an endeavor 
to crowd out the private sector, any more than the private sector should 
be allowed to crowd out the Human Knowledge Project. Collaboration 
with and respect for commercial publishers and distributors would be 
essential for the maintenance and extension of collections. We should not 
get locked into the idea that we must protect or preserve any particular 
fi rm or industry. We should generate a fertile environment for new ideas 
to grow, whether commercial, artistic, or scientifi c.

The idea for the Human Knowledge Project was explicitly inspired by 
the Human Genome Project. Its story should sound familiar. In the early 
1980s, a small group of molecular biologists, led by Robert Sinsheimer of 
the University of California at Santa Cruz, envisioned a large project that 
would be the biological equivalent of astronomy’s Hubble Telescope—a 
project so ambitious in scope that it would open up secrets of the natural 
world that the classic process of close study of a discrete phenomenon 
could not. Sinsheimer saw the value of what came to be known as “big 
science.” The project’s goal was to map the human genome: that is, to 
identify the location and function of every one of the genes in the human 
somatic cell. At the time, many scientists assumed that humans have 
more than 40,000 genes (the number is actually closer to 25,000), so the 
task seemed quite daunting, perhaps impossible. Using the techniques of 
the early 1980s, it took several years to determine the genetic sequence 
of the Epstein-Barr virus, many thousands of times smaller than the 
human genome. The potential boon of such a database, however, gener-
ated suffi cient enthusiasm among leading scientists that they were able 
to generate funding and support for the project.

Still, efforts to sequence the human genome were sporadic, disor-
ganized, uncoordinated across borders, and technologically rudimen-
tary during the fi rst decade of the project. Researchers in Japan, France, 
and the United Kingdom were pursuing similar projects, but no one 
had forged a global vision for an open database of information. By the 
early 1990s researchers such as John Sulston in the United Kingdom 
had refi ned some sequencing techniques, making it conceivable that the 
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various researchers could generate a human genome map within a few 
decades. Enthusiasm grew.5

Then an audacious, confi dent, technologically savvy private actor 
stepped in and offered to do the job for free—or at least without public 
funding. Celera, led by the maverick biologist Craig Venter, made prom-
ises not unlike Google’s: faster, cheaper, better-focused results, with only 
modest limitations on public access to the data. While earlier working 
for the public project, by 1990 Venter and his research partner, Mark 
Adams, had developed a new technique, called expressed sequence 
tagging, that let them identify genes rapidly. Venter claimed that this 
new approach “was a bargain in comparison to the genome project” 
and claimed he could fi nd up to 90 percent of human genes within a 
few years for a fraction of the cost.6

The leader of the Human Genome Project at the time, James Watson, 
grew enraged when National Institutes of Health offi cials expressed 
excitement over Venter’s techniques, which Watson saw not only as a 
cheapening of the mission but also as a route toward the privatization 
of information. The NIH had already begun securing patents on many 
of Venter’s discoveries. Watson and others considered these actions to 
be a grave violation of scientifi c principles because patents could be 
used to prevent future researchers from sharing knowledge generated 
by the project. Watson left the project over this dispute. Venter left as 
well, to found Celera Genomics in 1998 and pursue the privatization of 
the human genome.

Working with researchers at the Johns Hopkins University, Venter 
generated another revolutionary technique that sped up the process—
whole-genome “shotgun” sequencing. This development generated 
much debate within the sequencing community, with the new director 
of the NIH, Francis Collins, arguing for the slow, complete, and more 
scientifi cally meaningful approach and others, such as Sulston, pleading 
to adopt some of Venter’s techniques.

The result was that the public project raised its metabolism, adopted 
new techniques to generate faster results, and increased its funding by 
rallying public support and invoking concerns about Venter’s poten-
tial privatization of the data. When Venter declared that Celera could 
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sequence the entire genome within three years, Collins responded by 
declaring that the Human Genome Project would produce a “rough 
draft” of the genome within fi ve years. Researchers around the world 
began coordinating their research and results so that the knowledge of 
the human genome would belong to the entire species. Ultimately, by 
late 2000, both the public and the private projects were ready to publish 
their results, but in different journals and under different terms of access 
and use. Since that publication, research on the genome and on particular 
genes continues, all the better for the competition and the expression 
of political will by some of the most important scientists in the world.7

In the aftermath of the race to sequence the human genome, Francis 
Collins and his colleagues refl ected on the lessons they had learned 
from conducting a grand, global project in the public interest and com-
peting against a high-powered and ambitious private fi rm. Collins 
concluded that the keys to success include building teams led by com-
mitted and diverse professionals, keeping focused on both the incremen-
tal advances and the long-term goal, managing well, establishing and 
respecting explicit milestones, publishing results quickly, deploying the 
best technology, and collaborating well with the private sector.8 In this 
last factor, Collins and the Human Genome Project failed: they never 
reached a workable agreement with Celera. But because they exceeded 
their own expectations, the Human Genome Project succeeded spectacu-
larly nonetheless.

The Human Knowledge Project should encourage private interests 
such as Google, news organizations, textbook publishers, and scientifi c 
organizations to be players in the design and execution of this system. 
Financial incentives must remain strong, or too few institutions will be 
willing to take risks to generate new knowledge. However, the goal is 
not to enrich any particular fi rm.

The goal of the Human Knowledge Project is to enrich the range of 
opportunities for knowledge exploitation and to foster creativity and 
innovation in ways we cannot predict. The only way we are going to 
accomplish such a long-term project is to mount a political movement 
for it. If we want to create a vital global public sphere for the digital 
era by offering the best and the most information to the largest number 
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of people around the world, we will have to make a persuasive case 
for such a goal. We will have to identify the costs and impediments 
and confront them directly. We will have to articulate the need and the 
benefi ts. We will have to change minds. We will have to change laws. 
We can’t just hope that some big, rich company will do it for us. That’s 
simply irresponsible.

The problem with the Googlization of everything is that we count on 
Google too much. We trust it too much. We have blind faith in its ability 
to solve grand problems with invisible technologies. Its stumbles in the 
Google Books project have already tarnished its aura of invincibility. We 
have seen how Google’s efforts to globalize have met with fi erce resis-
tance in places that do not share Google’s ideologies. Bad copyright laws 
have not only prevented other fi rms and institutions from contributing to 
the global information ecosystem, but they have also impaired Google’s 
ability to serve us better. And we have seen how Google has played its 
corporate-responsibility card to defl ect attention from troubling actions 
it takes. Meanwhile, Google is developing more powerful tools to help 
us shop, without considering that shopping and learning don’t always 
rely on the same standards and practices. Now we must demand more. 
We must build systems that can serve us better, regardless of which 
companies and technologies thrive in the next decade. Most important, 
we should learn to beware of false idols and empty promises. The future 
of knowledge—and thus the future of the species—depends on getting 
this right.
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